
High Performance Computing I
(Fall 2020, Prof.dr. H. Wijshoff)

• Four parts:
– Introduction to Parallel Programming and Parallel Architectures 

(just partly based on slides from Ananth Grama, Anshul Gupta, 
George Karypis, and Vipin Kumar accompanying ``Introduction 
to Parallel Computing'', Addison Wesley, 2003.)

– Parallel Algorithms 
• Parallel Algorithm Design
• Parallel Numerical Computing
• Parallel Graph Computing
• Parallel Sorting

– Existing Programming Paradigms
– New Programming Paradigms



Lab/Homework/Assignments

During the course of the semester, programming 
assignments. 

These assignments make for 40% of the total load.

Open “book” final exam will make up for remainder 60%.



A Long History

• The advent of parallel computing dates back to the fifties of the last 
century

– IBM introduced the 704 (full parallel floating point arithmetic) in 1954, through a 
project in which Gene Amdahl was one of the principal architects.

– In April 1958, Stanley Gill (Ferranti Ltd, inventor of the subroutine) discussed 
parallel programming and the need for branching and waiting.

– Also in 1958, IBM researchers John Cocke and Daniel Slotnick discussed the 
use of parallelism in numerical calculations for the first time.

• In 1969, US company Honeywell introduced its first Multics system, 
a symmetric multiprocessor system capable of running up to eight 
processors in parallel.

• The ILLIAC IV (1971) was one of the first attempts to build a 
massively parallel computer. One of a series of research machines 
(the ILLIACs from the University of Illinois), the ILLIAC IV design 
featured fairly high parallelism with up to 256 processors.



Milestones ( the race to the bottom)

1972: First Supercomputer: CRAY 1
1 MFLOP = 1 000 000 operaties/sec.

1989: CRAY YMP
1 GFLOP = 1 000 000 000 operaties/sec.

1996: ASCI red (Intel based parallel processor)
1 TFLOP = 1 000 000 000 000 oper./sec.

2008: IBM Roadrunner
1 PFLOP = 1 000 000 000 000 000 oper./sec.

2020: Fugaku (Japan): 513 PFLOP (0.513 EXAFLOP)

The goal stays to realize more than 1 ExaFlop sustained! 
performance. 



Liquid Cooled Cray 2



In December 2014 (http://top500.org/lists/2014/11)
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Europe’s Answer 

http://europa.eu/rapid/press-release_IP-18-64_en.htm



Current Status (2020) 

https://eurohpc-ju.europa.eu

The EuroHPC Joint Undertaking will support activities through procurement and open Calls in 2019 and 
2020, and will initially operate from 2019 to 2026.
The EuroHPC JU foresees the initial co-investment with Member States of about EUR 1 billion, out of 
which EUR 486 million come from the actions already planned by the Commission in Horizon 2020 and 
Connecting Europe Facility (CEF) programmes in the current Multiannual Financial Framework (MFF). An 
additional EUR ~422 million will be contributed by private or industrial players in the form of in-kind 
contributions to the JU activities.
This level of funding will kick-start the activities to address the overall European HPC strategy, mainly: to 
acquire two pre-exascale machines and several petascale systems by 2020, and R&I actions covering 
the full HPC ecosystem launched in 2019 and 2020, including the support for HPC Competence Centres. A 
minimum of EUR 180 million will be dedicated to implement the R&I agenda with indirect actions.
Further funds in the next MFF (under discussion) would allow a full coverage of the HPC strategy, where we 
expect to have similar support from the Member States to continuing the present EuroHPC JU in the 
2021-2028 period, with the already agreed strategic objectives.
These objectives include the acquisition in 2022-2023 of two exascale systems, at least one of them 
with European technology, one post-exascale system, networking and coordination of HPC 
Competence Centres, support for the first hybrid HPC / Quantum computing infrastructure in 
Europe, and coordination with the other digital priorities like Artificial Intelligence, Cybersecurity 
and digital skills. The Commission proposal foresees EUR 2.7 billion for HPC in the Digital Europe 
Programme, complemented with Research and Innovation actions for HPC and Big Data in the Horizon 
Europe programme.
The Commission has proposed to support EuroHPC in the next MFF with EUR 2.7 billion from the 
Digital Europe Programme (DEP) and with additional funds from Horizon Europe.
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Power Usage of Top 1 Supercomputer 
per TFLOP
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What does 18 MW mean?

Country Population Power per 
capita (W/p)*

18 MW 
equivalent in 
people

China 1.360.000.000 458 39.000
United States 318.000.000 1683 11.000
European Union 504.000.000 688 26.000
India 1.243.000.000 101 178.000
Netherlands 17.000.000 764 24.000
Syria 22.000.000 147 122.000
Afghanistan 30.000.000 1 18.000.000

* Taken from https://en.wikipedia.org/wiki/List_of_countries_by_electricity_consumption



What does 1 PFLOP mean?

Multiplying 2 numbers with 15 decimals
• Paper and Pencil: 1 per 4 minutes
• Calculator: 10 per minute based on 300 cpm (character 

per minute) (750 cpm world champion, Guinness, 2014) 
• World Population of 7 000 000 000 (7*109), gives a 

speed of 70 000 000 000 per minute by calculators, 
which is equivalent to 70x60=4200 GFLOP

1 PFLOP is 1000000/4200 is more than 200 faster!
(And 1 ExaFLOP is more than 200000 faster!!!)



WHY do we need to compute at these 
rates?

Exponential growth of computational complexity

(Easy) example: CHESS
• Assume an average of 10 possible moves per turn
• Average chess match: 80 turns

So 10^80 different possible outcomes
With 1 PFLOP: 10^65 sec =

4x10^57 years =
4x10^54 centuries =
10^48 x the existence of the universe



WHY (II)
Large Scale of computations 
Example: Weather Forecasting



Computation (Simulation)

• For each grid point the interaction with its neighbor 
gridpoints are computed with respect to temperature, air 
pressure, moisture, etc

• Europe’s surface: 5 700 000 km^2
• Air heigth: 10 km
• With a 1m x 1m x 1m grid this results in:

57 000 000 000 000 000 = 5.7 x 10^16 grid points



Computation (II)

• Several operations per grid point:
Assume for each second and for 5 variables,
then for a prediction of 12 hours:
5 x 12 x 60 x 60 = 216 000 operations per grid point

• With a 1 PFLOP computer this takes:
5.7 x 10^16 X 216 x 10^3 / 10^15=
12 x 10^21 / 10^15 = 12 x 10^6 sec. =
3333 hours = 138 days !!!!!!!!!

For a 1mm x 1mm x 1mm grid:
10^9 x 138 days = 380.000 centuries compute time 
required at 1 PFLOP rate for a 12 hours forecast



HPC Grand Challenges
"A Research and Development Strategy for High Performance Computing", 
Executive Office of the President, Office of Science and Technology Policy, 

November 20, 1987

• Prediction of weather, climate, 
and global change

• Challenges in materials 
sciences

• Semiconductor design
• Superconductivity
• Structural biology
• Design of pharmaceutical drugs
• Human genome
• Quantum chromodynamics
• Astronomy
• Challenges in Transportation
• Vehicle Signature

• Turbulence
• Vehicle dynamics
• Nuclear fusion
• Efficiency of combustion

systems
• Enhanced oil and gas recovery
• Computational ocean sciences
• Speech
• Vision
• Undersea surveillance for anti-

submarine warfare



Recently this list of applications was 
enlarged significantly

Next to applications in engineering and design, we have

• Scientific Applications: structural characterization of 
genes and proteins, new materials: understanding 
chemical pathways, bio-informatics and astrophysics, etc

• Commercial Applications: servers for large scale web 
servers (google, facebook, etc.), trading systems, etc.

• Applications in Computer Systems (the Internet itself): 
intrusion detection, cryptography, etc.

• Applications for social networks: online data mining,…
• Data Mining at large


