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Abstract— In the Artemis project an architecture workbench is being  signal processing systems. This exploration starts from exe-
developed. One of the inputs for defining this workbench is the BADE cutable Speciﬁcations of a set of representative target app"ca_

methodology. SADE (System level Performance Analysis and Design space .. . L
Exploration) follows the Y-chart approach; application and architecture tions. The result is the definition of a heterogeneous hardware

are modeled separately, and the mapping of the application onto the ar- architecture capable of executing these applications within pre-
chitecture is an explicit design step. As an advantage we can easily modify defined constraints with respect to cost, real-time response, etc.
the application, architecture, or mapping, resulting in a quick turnaround ) ) )
time to explore alternative system implementations. We evaluate BADE in the context of a case study in which

In this paper we introduce and evaluate $ADE through an illustrative  we are mapping a modified M-JPEG application onto a shared
case study. In this case study we start from a modified M-JPEG application - - : :
and map this application onto a shared memory multi-processor architec- memory mul_tl-pro_cessor ar_chltecture. ThIS_ case StUdy I_S part
ture. The example system is also used in the Artemis project as a driver Of the Artemisproject, and is callectartemis The Artemis
and case study for the design and evaluation of the workbench. We define project [6] (ARchitectures and meThods for Embedded Medla
the application as a Kahn Process Network. The architecture and mapping Systems) is a research project that aims at reducing the devel-
are specified using Spade architecture and mapping languages. We present . . . .
results of simulations for alternative architecture instances and mappings. oPment time of embedded media systems with a high degree

Keywords—system level design, M-JPEG, design space exploration, sig-Of programmability. One of the research challenges that is ad-

nal processing, application modeling, architecture modeling dressed in Artemis is the development an architecture simulation
workbench which provides methods, tools, and libraries for the
|. INTRODUCTION efficient exploration of heterogeneous embedded system archi-

e sina processing systems are creasingy becor(FLTCS B0 1 e o o e metiodoogies ueea 1
multi-functional systems that also have to support multiple st ' y

dards. For example, digital televisions, set-top boxes, and :%_itecture for Multilevel Exploration) framework [7] is another
bile devices need to offer a variety of functions and must suppﬁncgf iuzdgéggfob%r;%tjéfgﬁJgftgzsig j&g?gbvgglc?]e #ii?;zidm/:r
different standards for transmission and coding of digital con- P ' '

tents. In order to provide the required flexibility such systerﬁ?plicaﬂon used in the case study should be realistic, yet not too

need to be implemented using programmable components. rr]nplex, and it should be possible to refine it later on. Also, it

the other hand, in order to meet performance requirements %}18““ be extensible, in order to add complexity when needed.

cost constraints, parts of these systems are still required toarsgmteeiiﬁrzu(;ft'gaﬁi\évr?trﬁgeanCTi(f:oartigﬁtg%gaenee%ushsgjtggnesht;_e
implemented in dedicated hardware blocks. bp PP
Designing suchheterogeneoussystems, composed pro-

erogeneous in the components and protocols used. The archi-
grammable and dedicated components and various kinds_ 0of

te?ture should also be sufficiently complex in order to allow for
communication structures, is not an easy task. Each of the cc{ﬁr'

nement of the components. The Startemis case study meets
ponents still can be designed by using current methodologlegSe requirements.
and tools, such as writing RT level HDL descriptions or using In the next section first a description of theA»E method-

high level synthesis tools. However, these methodologies @legy and tool is given. The Startemis case study is described

no longer sufficient at the system level. The questions a sy8-Section lll, including the modeling of the case study using

tem designer has to deal with are, e.g, which parts of an #RADE. The exploration we did, and the results and conclusions

plication are implemented in software and which in hardwarebtained from the exploration are presented in Section IV. Fi-

which hardware components are selected, what kind of comnmally, some overall conclusions are given.

nication structure is going to be used, what are the critical parts

of the system. To find an answer to these questions designers

need to be supported by a different kind of design technology Il. SPADE

than which is used to design the components. Today, several

methodologies and tools are being developed to support the deSPADE is a methodology, implemented in a tool, that enables

signer at the system level, e.g., Polis [1], VCC [2], SystemC [3odeling and exploration of heterogeneous signal processing

and eArchitect [4]. systems. In this section we first describe the basic concepts on
In this paper we present and evaluate a methodology, namedch SPADE is based. Then we go into some detail of the ap-

SPADE (System level Performance Analysis and Design spagkcation modeling, architecture modeling, and mapping. For

Exploration) [5], forarchitecture exploratiorof heterogeneous more details on BADE we refer the reader to [5].
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A. Concepts trace entries as the workload to be executed. The trdides

The main concept on whiche&DE is based is thé{—chart[S], computation and communication activities in the architecture.

as depicted in Figure 1. The Y-chart represents a general schr-gn
for the design of heterogeneous systems. In the Y-chart a
clear distinction is made betweeapplicationsand architec- ~ One of the objectives of application modeling iRABE is to
tures which are related via an expligitappingstep. This con- €xpose task level parallelism and to make communication ex-
cept can be applied at various levels of abstraction; here we Bficit. We have chosen the Kahn Process Networks [10] model
cus on the system level, but the Y-chart can be applied at méfecomputation for application modeling. In the Kahn model,
detailed levels, such as RT level, as well. The Y-chart approg@arallelprocessesommunicate via unbounded FIR®annels
permits multiple target applications to be mapped one after afiere are two main reasons for choosing this Model of Compu-
other onto candidate architectures in order to evaluate their p@tion. First, the model fits nicely with signal processing appli-

formance. The resulting performance numbers may inspire eations as it can modstream processingnd as it guarantees
that no data is lost. Second, the execution of a Kahn Process

Network is deterministic, meaning that for a given input always

the same output is produced and the same workload is generated,

eAppIication modeling

irrespective of the execution schedule.
: Each process in the network produces a trace to capture the
| workload of that process. The communication workload is also

/ v
| Architecture
\ Mapping

\ ; captured in these process related traces.
. Performance Sl Spade uses the YAPI Application Programmers Interface [11]
SO Analysis N ] for application modeling. The following three functions are pro-
- vided.
N v 7 « A readfunction. This function is used to read data from a
Numbers t ,,,,,,, channel via a process port. Furthermore, the function gener-
ates atrace entryin the trace of the process by which it is
Fig. 1. The Y-chart invoked, reporting on the execution of a read operation at the

application level.

architecture designer to improve the architecture. He may als\ write function. This function is used to write data to a chan-
decide to restructure the application(s) or to modify the mappingnel via a process port. It also generates a trace entry, reporting
of the application(s). These options are indicated in Figure 1 byon the execution of a write operation.
light bulbs. « An executdunction. This function performs no data process-

The distinction between applications and architectures can béng, but only generates a trace entry, reporting on processing
rephrased as the distinction betweearkload andresources  activities at the application level. The execute function takes
An application imposes a workload onto resources which area symbolic instructioras an argument in order to distinguish
defined by an architecture. A workload consists of bodim-  between different processing activities. For example, such an
putation workloacandcommunication worklogdesources can  instruction may correspond to an IDCT operation on an eight
be processing resourcegommunication resourcegndmem- by eight matrix.
ory resources Computation workload requires processing refhe trace entries generated by the read and write functions rep-
sources; communication workload requires a combination gfsent theecommunication workloadf a process. The trace en-
communication resources and memory resources. The archiigigs generated by the execute function representoneputa-
ture design process is concerned with the specification of g®m workloadof a process. The trace entries can be used either
sources that can best handle the workloads imposed by tatgedrive the architecture simulation, or, when executing the ap-
applications. plication stand-aloneto analyze the computation and commu-

The explicit mapping defines how an application is mappefication workload of an application.
onto an architecture, in other words, how the workload of an ap-
plication is mapped onto the resources of an architecture. Witldn Architecture modeling
SPADE, we are using simulation as the means for performanceI
evaluation. S.O’ we need a way to cqpt_ure this mapping S| r]red that architecture models can be easily constructed. In
that we can simulate a system, consisting of both an applica:

i d hitect For thi tend a techni ADE, functional behavior is described at the application level.
lon and an arcnitecture. Forthis purpose we extend a techniqhg;q henavior is data dependent, the traces, which drive the op-
calledtrace-driven simulation This is a simulation technique

eration of the architecture, also depend on the input data. There-

that has been applied extensively for memory system simulat%rge we can use architecture models that do not need to model
in the field of general-purpose processor design [9]. The wo ;

N . rtlﬁ'e functional behavior, while maintaining functional correct-
load of an application is captured in one or mbeees A trace

. . ness. Such architecture models can be constructeddemaric
contains symbols, callacace entriesthat represent the Cornpu'building blocks As the building blocks are generic, we can pro-

tation and communication operations performed by an appli¢as i f such blocks. Th . ildi lock
tion; data dependent behavior in the application is thus captuQriztcije alibrary of such blocks. The generic building blocks need

by these traces. The resources in an architecture accept theés@te that the YAPkelect  function is not supported byr3DE.

n order to efficiently explore different architectures, it is re-
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to model the different types of resources in an architecture, suchhe architecture as follows.

as processing resources, communication resources, and MgiRych process is mapped onto a TDEU. This mapping can be

ory resources. Defining an architecture then becomes as easy gfany-to-one, in which case the trace entries of the processes
instantiating building blocks from a library and interconnecting need to be scheduled by the TDEU.

them. _ . . « Each process portis mapped one-to-one onto an I/O port. This
The processing resources in the architecture model take thgyapping also implicitly maps the channels onto a combina-

a modular approach to allow the construction of a great variq;y

of processing resources from a small number of basic buildi it appears that the functionality of a single process needs to
P 9 . ) . . BE distributed over more than one processing resource, then the
blocks. A processing resource is built from the following tw

0, . . . . e )
types of blocks, designer first has to rewrite the application such that this process

. . . L. is partitioned into two or more processes. Then these processes
« A trace driven execution unit (TDEWyhich interprets trace P P P

. . . . : : can be mapped onto separate TDEUSs.
entries. The entries are interpreted in the order in which they. PP P

are putin the trace, thereby retaining the order of execution ofThe mapping is also specified by means of a textual descrip-

the application process. A TDEU has a configurable numbtécFn using a dedicated mapping description language. First, for

of /O ports. Communication via these I/O ports is based one{}Ch process in the application it is specified onto which proces-

generic protocol sor in the architecture it is mapped. At the same time, the map-

« A number ofinterfaceswhich connect the I/O ports of aping of process ports onto processor ports is specified. Then
TDEU to a specific communication resource. An interfaciome characteristics of the channels are specified, such as the

translates the generic protocol into a communication resou sical .S'Zt? Of. to(;(ens that r?re gommunlcat'id, ﬁmdf whethﬁr
specific protocol, and may also include buffers to model gommunication 1S done via shared memory. Finally, Tor eac

put/output buffering of processing resources. Currently, Jpeocessor a scheduler can be defined, .|nclud|ng' SOme parame-
have interfaces for point-to-point communication via a bul’s: An example of such textual mapping description is given

and for communication via a bus and shared memory, bdfh':'gure 6.
buffered and unbuffered. No interfaces are needed for com- .
munication via a FIFO or an unbuffered direct link; thesE- Simulation

communication blocks can be directly connected to the 1/0O Performance analysis inF&DE is done using simulation. We

ports of a TDEU' . ) use trace driven simulation to co-simulate an application model
The current library contains the TDEU and interface blocks dggi an architecture model. The simulation of the application
scribed above, a generic bus block, including a first-come-firgfi, 4| js hased on the Pamela [12] multi-threading environment,
served arbiter, a FIFO block, an unbuffered direct link bloclyhere each Kahn process is executed in a separate thread. The

and a generic memory block. All blocks are parameterized. FQpjation of the architecture model is currently based on TSS
each instantiated TDEU a list smbolic instructionand their (Tool for System Simulation), which is a Philips in-house archi-

latencieshas to be given. This list specifies which instructiong, ;e modeling and simulation framework [13].
from the traces can be executed by the processing resource and

how many cycles each instruction takes when executed on this .
. . . - . Performance Metrics
processing resource. These latencies can be obtained either from

a lower level model of a processing resource, from estimation|n order to evaluate a system, theA®E library blocks from
tools, or they can be estimated by an experienced designer. Jich an architecture is built collect several numbers during
instances of the FIFO and interface blocks, buffer sizes candigulation. From these numbepgrformance metricgan be
given. For a bus instance, the bus width, setup delay, and tragitculated. These metrics give an indication of the performance
fer delay can be specified. of the system, such as, throughput, frame rate, overall latency,

An architecture is specified by means of a textual descriptiaid bus utilization. For example, for a video processing system
using some dedicated architecture description language. In i can collect the times at which a new frame is output; from
description first the processors, buses, and FIFOs are definRdse times we can calculate the frame rate of the system.
Here the user does not need to define the exact interfaces; thesg,e numbers that are currently collected in the library blocks
are inserted automatically when the architecture model is cQf} the following. For each TDEU we keep track of the number
structed. Only the parameters, such as, latencies, buffer Si%ﬁ%ycles it was busy with computations, the number of cycles
and bus width need to be specified. After the components are glggas doing 1/0, split out into reads and writes, the number of
fined, the structure of the architecture is defined, by describiggdes it was waiting either for data or for room, and the number
for each FIFO and each bus which processor ports are conneglg|cles it had nothing to do at all, i.e., was idle. In addition, for
to them. An example of such textual architecture descriptiondgch input and output port we get the number of reads or writes
given in Figure 4. that were performed, plus the number of cycles no room or data
was available. For each bus we get the number of cycles it was
in use and the amount of data transported via this bus. Also, for

Once both an application model and an architecture moéeich interface connected to the bus, we get a histogram of the
have been defined, mapping can be performed. This means tigddys between issuing a bus request and being granted access
the workload of the application has to be assigned to resourtethe bus.

D. Mapping
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(H.v)frame

[1l. STARTEMIS CASE STUDY
A. Startemis Application

The application we have chosen for the Startemis case study
is an M-JPEG encoder. A traditional M-JPEG encoder typi-
cally compresses a sequence of video frames, applying a JPF= cuasess
based compression technique [14][15] to each frame in the vid S
sequence. M-JPEG is used for motion pictures compression e
like MPEG [16] but withoutinterframe predictive codingThis
means that M-JPEG does not perfomotion estimatiorand
compensationWe have modified a traditional M-JPEG encoder
in order to add data dependent behavior to it. The modified en-
coder, named M-JPEG*, has three main differences from tradi-

packet
{NLP.LP}

Video out

YUV blocks (4:1)

tional M-JPEG: e B B}
i B :g ;::5 ZI’XEIS b= ':ramesvloram:lsbli ={RGB,YUV}
o M-JPEG* supports only lossy encoding, whereas M-JPEG e Sioos . o7 o
typically supports both lossy encoding and lossless encoding. B B et

« M-JPEG* can operate on video data in both 4:2:2 YUV and
RGB formats on a per-frame basis, whereas traditional M-
JPEG uses only YUV format.

« M-JPEG* can process the incoming video frames with diffekyecifying which data channel is active at the moment. ot/e
ent quantization and Huffman tables. These tables can dif,cess transforms YUV blocks into blocks of DCT coefficients
fer per video frame, depending on the output bit-rate and {iging Forward Discrete Cosine Transform and sends the trans-
accumulated statistics from previous video frames. Such qyrmed blocks to theuantizer process. After quantization, the
namic change of the tables is not performed by a tradltlor@b(,jmtizer process forwards them to the.E (Variable Length
M-JPEG encoder. _ Encoder) process. ThaE process receives quantized DCT co-
The possibility of M-JPEG* to handle two video data formatgtficients, applies run length encoding and Huffman encoding to
and different tables on a per-frame basis means that M-JPEg&g data and transmits the resulting data in 16-bits packets to the
is data dependent. Video_out process. A special token indicates whether or not a
B. M-JPEG* Application Model packet is the last one for the current compressed frame. At the
) pplication Mode end of the M-JPEG* data flow, théideo_out process makes a
We started the application modeling from a C-code specificstandard JPEG header of the compressed imageVitlhe_out
tion of a JPEG codec that is publicly available from UC Berkgsrocess prepends the header to the compressed image bit stream.
ley. First, we studied this C-code of the JPEG codec in orderThe Quantizer and VLE processes use tables produced by
to fully understand it, and then we modified the code in ordan output bit-rate control process, names_Control. The
to implement our M-JPEG* application. For example, the dé&B_Control process is responsible for generating and distribut-
coder part was removed and some code was added to impleniegithese tables to the quantizer and the variable length encoder.
the Huffman and quantization table adaptation and the RGBTbe synchronization of the table transmission is performed by a
YUV conversion. special token which can assume three values: NewTable (NT),
Having the M-JPEG* encoder C-code specification we uséldTable (OT) and EndOfFrame (EOF). At the end of each
the SADE application modeling technique, described in Seframe the control process makes a decision whether or not the
tion 11-B, to transform this sequential C-code into a set of pardiables for the next video frame have to be changed. To make this
lel communicating processes. Some global data structures wageision it uses the output bit-rate of the current video frame. If
removed in order to be able to parallelize the C-code. The dbe tables have to be changed the control process first computes
tained Kahn Process Network which models the M-JPEG* aifie new tables using image statistics of the current frame and
plication is shown in Figure 2. then sends these tables to theantizer andVLE processes. The
The Video_in process fetches video data (frames) and infoPB_Control process receives image statistics and output bit-rate
mation about the dimensions and the format, i.e., RGB or YUfyom theVLE process. For each frame, tb8_Control process
of each incoming frame. Alsajideo_in sends all of this data to sends the Huffman and quantization tables which are used in the
the DMUX process which distributes it to the different process@socess of compression to thi@eo_out process.
within M-JPEG*. TheDMUX process checks the format of the . .
incoming video frames and forwards the frames tona pro- C- Startemis Architecture
cess (YUV frames) or to thRGB2YUV process (RGB frames) The initial Startemis architecture shown in Figure 3 consists
in a block-wise fashion The RGB2YUV process converts theof five processing components connected to a bus and communi-
RGB blocks into YUV blocks. This conversion includes alsoating with each other via shared memory. We have chosen such
sub-sampling of the color pixel data in order to obtain 4:2:2hared memory multi-processor architecture because it is suffi-
YUV format. ciently complex in order to allow refinement of its components.
TheDCT process receives YUV blocks via two data channel8lso, by changing the implementation of the components, we
Via another channel thBCT process receives control tokengan easily obtain different heterogeneous architectures, i.e., ar-

Fig. 2. The M-JPEG* Kahn Process Network.
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chitectures consisting of programmable, reconfigurable and/ostored in theheader buffeandtables buffelin order to make
dedicated components. the header of the compressed image. It appends to this header
the bit-stream stored in theacketFIFO buffer.

VIP mP RGB2YUV VLEP VOP
DCT

D. Startemis Architecture Model

-~ -~ -~

l l l The architecture model was made in accordance with the pro-

i posed Startemis architecture shown in Figure 3. We constructed
the model using 8ADE's library of generic building blocks, de-
wewory|  scribed in Section II-C. These blocks are parameterized which
means that an important part of the modeling process is to as-
sign realistic numbers to the parameters in order to obtain some
realistic results from simulation and exploration.

Below we give a brief description of the components in the For each processor a set gfmbolic instructionsind asso-
Startemis architecture, depicted in Figure 3. Note that this figjatedlatency valuesiad to be defined. In order to determine
ure is an abstract view of the architecture; some details, su€nlistic latencies we assumed that for the initial Startemis archi-
as the synchronization channels between the processors, aréatddre model the//P and VOP are implemented using ASICs,
shown. the microprocessor is a MIPS, and tR&B2YUV/DCT pro-

VIP (Video In Processor)The VIP scans video frames inlme- Ccessor and/LEP are DSPs. For the high-level symbolic in-
wise fashiorand writes the video lines into amage buffein ~ structions associated with the microprocessor, theP, and
shared memory. There are at least two image buffers, whiktl® RGB2YUV/DCT processor, low-level instruction models
are used in a round-robin fashion. This allows the pro- were constructed. These models are simple assembler pro-
cessor to fill a buffer while the other buffer(s) are consume@ifams. Then we used the data books of the MIPS micro-
Each image buffer consists of 8 video lines. The size of ofocessor [17][18] and the Analog Devices DSP — ADSP-
line is 1024 pixels. Each pixel in a line is represented by 21160 [19][20] to determine the latencies of the assembler in-
32-bit value, containing either the R, G, and B componeng§uctions used in the low-level models. From these latencies
of the pixel, or the Y, U, and V components. Thee also and the low-level instruction models we calculated the latencies
writes specific information such as the size of the frame, affithe symbolic instructions. For the symbolic instructions as-
the frame format, RGB or YUV, for each frame intdvaader Sociated with thev/P and theVOP, we defined ranges of latency
buffer. values which have to be explored.

RGB2YUV/DCT This processor reads thmage buffersin a The SPADE architecture description language was used to
block-wise fashiorand performs a DCT transform onto thespecify the architecture. A fragment of the architecture descrip-
fetched blocks. Also, it reads the format of the current frantien is shown in Figure 4. In the architecture model we defined
from theheader bufferlf the formatis RGB an RGB to YUV 1 simulation cycle to be 10ns. We relate all times to this uniform
conversion including 4:2:2 sub-sampling is performed befotieme unit, even though different components may run at differ-
the DCT transform. The&kGB2YUV/DCT processor writes ent clock speeds. All sizes in the architecture and the mapping
the transformed blocks into shared memory in a FIFO buffdescription are expressed in units of 8 bits, i.e., 1 byte. For ex-
calledDCT->Q This buffer is used for intercommunicationample, a buffer size of 64 means a size of 512 bits, i.e., 64 bytes.
between theRGB2YUV/DCT processor and the microprocesThe architecture description consists of three main parts. In the
Sor. first part the processor resources are described. For example,

mP (microProcessor)The microprocessor has three main fundhe ViP has two output portsl ando2 , no input ports, and one
tions. First, it reads DCT blocks from tHeCT—>Q buffer, symbolic instructiorop _ElaborateFrame  with a latency of
makes a quantization, and writes the quantized blocks 206 simulation cycles. In the second part the communication re-
the Q—>VLE FIFO buffer. Second, it handles the synchrosources are specified. Figure 4 shows that two types of commu-
nization of the data exchanges between the components intieation resources are used: a bus and FIFO buffers. For each of
architecture. Third, the microprocessor handles the adaptze buffers anumberof buffer places and theizeof each place

tion of the quantization and Huffman tables. It uses the infois specified, e.g., FIF®6 has 4 places and the size of each

mation stored in thetatistics buffeto decide how to change place is 64 bytes. BuB1 is specified by three parameters: the

the tables. It updates thables buffeiif the tables have been width of the bus, thesetuptime for a transaction, and theans-
changed. This buffer contains the Huffman and quantizatiéer time per transfered item with the size of the bus width. The
tables for the current video frame. last part of the description specifies the structure of the architec-

VLEP (Variable Length and huffman Encoding Processdifie ture. In this part the connections among the processor resources
VLEP fetches the quantized data blocks from @e>VLE and communication resources are described. For example, the
buffer, applies run length encoding and Huffman encodirdgscription in Figure 4 specifies that output pot of the mpP
to them, and writes the resulting bit-stream packets into tieeconnected to input poit of the RGB2YUV/DCT processor
packetFIFO buffer. Also, theVLEP derives statistics from the via FIFOF3. Output portol of the ViP is connected to buB1
current block and stores it in thetatistics buffer via a buffer with a total size of 7 bytes. The architecture model

VOP (Video Out Processor)The VOP uses the information described in Figure 4 is depicted in the lower part of Figure 5.

HEADER
BUFFER

TABLES
BUFFER

STATISTICS
BUFFER

DCT->Q
BUFFER

Q->VLE
BUFFER!

PACKET
BUFFER!

IMAGE BUFF 1 IMAGE BUFF N FIFO FIFO FIFO

Fig. 3. Abstract view of the Startemis architecture.
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Architecture MJPEG Arch; ) DMK Video_ Framesize
/1 unit of size = 1 byte = 8 bits
/I 1 cycle = 10 ns

/I Processor resources
Processor VIP {
InPorts {
OutPorts {o1; 02E}
Instructions {op laborateFrame = 20;}

1_VLE_Video_PacketFlag

{.Q_VLE BlockData.

Q

VLE Video out
g
&
5
7
5
o
o

1_RGB2YUV_DCT_BlockDaia

Processor RGB2YUVDCT
InPorts {il; i2; i3; i4;
OutPorts {01:02; E
Instructions {op CT = 1024; op_RGB2YUV

192;}

/I Communication resources ; %, g
Fifo F3 {number = 4; size = 12 i - N e
Fifo F6 {number = 4; size = 64; ) SRR 4 i
Fifo F8 {number = 1; size = 64, ) w2 |, N A
Fifo F9 {number = 1, size = 64; v S \‘ \‘ D]]]—;
. i ! 2? F(F3) RGB2YUV,,) o3|
Bus Bl {width = 8; setup = 1; transfer = 2;} viP PN I T VLEP
ol 03} i2

/I Connections T T Dg‘q»uﬂ])]—r> T IR
Structure NEEEIE 8 1| o U N P E(F9) 1| LHE®| | | o] q

Fifo F3 {mP.o6 - RGBZYUVDCT L} ===

Fifo F6 {RGB2YUVDCT.02 -> RGB2YUVDCT.i4;} I

Fifo F8 {mP.out3 -> RGB2YUVDCT. |n21

Fifo F9 {mP.out4 -> RGB2YUVDCT.in3; e | [ | [[oonesd] [[on] [[ooed] [iueres] wevor

Bus B1 {

wgg% mﬂmgg =z % g:gg z gl} Fig. 5. The application model, the architecture model, and the mapping.
RGB2YUVDCT.ol {number = 1; size = 128;};
Mapping MIJPEG_Map (MJPEG_Appl, MIPEG_Arch);

} pr_Video_in : VIP {

} out_HeaderInfo :

out_BlockData : 02

Fig. 4. Fragment of the description of the architecture model.

pr_DCT : RGB2YUVDCT {
in_BlockDatal : i4;
in_BlockData2 : i3;

E. Startemis Mapping guthlgléE pe 511;_

The final step of the modeling process is the mapping bf
the M-JPEG* application model onto the Startemis architectuteRGB2YUV : RGB2YUVDCT {
. . . . . in_BlockData : i2;
model. Figure 5 shows this mapping in detail. Both the appli- out_BlockData : 02;
cation and the architecture are depicted in terms of th&D8&
specific modeling technique. For the mapping we used the

SPADE mapping mechanism, described in Section II-D. Withighannels {

Startemis, thevideo_in and Video_out processes are mapped ~ -Video DMUX_Header {
onto theVIP and theV VOP, respectively. The/LE process is ~ numbermembufs = 1; membufsize = 7;
mapped onto th&LEP. The two processa3GB2YUV andDCT 'RGB2YUV_DCT_BlockData {tokensize = 64};

are mapped onto theGB2YUV/DCT processor. The remaining ~ ~PCT, @ BlockDala {

processes are mapped onto the microprocessor. The mapping,  numbermembufs = 4;membufsize = 128;
of the M-JPEG* channels onto the communication structures of :
the architecture was determined by mapping the processes’ pprts

onto the processors’ ports.
P P Schedulers {

For the purpose of mappingpSDE offers a mapping descrip- mP : ult { }
tion language. A fragment of the mapping description is shoyn RGB2YUVDCT et
in Figure 6.

The first part of the mapping description in Figure 6 specifies Fig. 6. Fragment of the description of the mapping shown in Figure 5
the mapping of the processes and their ports onto the proces-

sor components and their ports. For instance, procieles_in

is mapped onto theviP. The portsout _Headernfo and of the buffers in shared memory are specified. For example, the

out BlockData of theVideo.in process are mapped onto théokens which are transfered via chanhdDCT.Q BlockData

portsol ando2 of the VIP, respectively. Next, for each appli-have a size of 128 bytes; 4 buffers of 128 bytes are allocated in
cation channel tokensizes specified. If the channel is mappedhared memory for this channel. The last part of the mapping
onto a bus and the communication should take place via shadegcription shown in Figure 6 specifies the type of the sched-

memory, then the number of places and the size of each plaéers. For the microprocessor and tRe€B2YUV/DCT processor
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TABLE |
PERFORMANCE NUMBERS OF THE INITIALSTARTEMIS ARCHITECTURE

the default scheduler is selected.

IV. EXPERIMENTS AND RESULTS

In thi . fth , h Processor executing| busy with I/O| waiting
n this section we present some of the experiments we have—~=>- -~ 95% 1% 1%

done using the &DESl_muIathn framework in order to quantify —5 35% 50% 5%
the proposed Startemis architecture. Also, we present and ang

0, 0, 0,
lyze the results we have obtained from the simulations. We evall VLEP 26% 5% 69%
uated whether the performance metrics provided by teDg& vik 1% 3% 96%
VOP 1% 1% 98%

tool can be used effectively for exploration. We were interested
in finding what kind of useful information about the architecture [ Bus utilization | 40% |
performance we could obtain from the performance numbers,
having in mind that the exploration was made at a high level of
abstraction. speed without a significant change of RATEand the flex-

In our experiments we were interested in thaximum frame ibility of the architecture. We use thePSDE performance
rate at the outpytmeasured iframes per secondo whichwe  numbers as a guidance in this process. As the performance
refer asRATE TheRATEdepends on the parameters of the ar- indicated by theRATEshould not be changed, we can only
chitecture template, the size of the incoming frames, and thémprove the performance—cost ratio by a reduction in terms
format, YUV or RGB, of the frames. For the purpose of the ex- of cost, e.g., silicon area or power consumption.
periments, the architecture parameters that we looked into havBcenario 3: TheRATEof the architecture does not satisfy the
been: the number of processor components, the latencies of preequirements and we start exploring (part of) the parameter
cessor components, the speed of the bus, and the speed and siggace of the architecture for modifications that can improve
of shared memory. In order to simplify the simulation processthe performanceRATH. Again, we use the SA\DE perfor-
and analysis we initially kept the frame size and the frame for-mance numbers as a guidance in the process.
mat constant. For our experiments the frame size is<lZB e looked into Scenario 2 and Scenario 3 independently. The
pixels (8 bits per pixel) and the frame format is RGB. For largegsults of these experiments are presented in Section IV-A and
frames theRATEwill decrease; if we increase the horizontal angection IV-B, respectively.
vertical sizes of the frames by a factoiand a factow, respec-
tively, then theRATEof the architecture will decrease roughlyA. Scenario 2

by a fagtor Othx Y. szrp\\(TUE\f/ fraRnéeBs, fthERATiWi" be aSEOOd | The performance numbers in Table | suggest that the given ar-
as, or better than, t or rames, because the onlypiecryre has a poor load balance because#hand theVLEP

difference is that the RGB to YUV conversion does not need 59e not utilized very well. Also, the DSP which we have chosen
be perfgr_med. , for the VLEP is too powerful for the kind of operations needed
The initial spee_d and W'dt_h of the bus have been set b9 thevLE process. That is why theLEP is waiting most of
100MHz and 64 b|t_s, _respectlvely. These_values are assu Qtime (69%). On the other hand, the is executing and busy
to be at the upper limit of the range in which they could ha\gii, /0 only 55% of the time. Taking these observations into
been chosen. A similar decision was made for the shared mefpz , nt e conclude that we might not need a separate proces-
ory for which we selected an SRAM-type memory of size 64KE :mponent for the run length encoding and Huffman encod-
with write and read cycles of 10ns each. _ _ ing. We decided to remove theLEP and to map th&/LE pro-
We started our experiments with a simulation of the givelpgs gnto thenp, expecting that th&ATEwould not decrease
M-JPEG* application-architecture pair using theaBE simu-  gjonificantly. We simulated this modified architecture in order
lation environment. The application, the architecture and thej sae how the performance was changed. Table Il presents the

specifications (modeling) are described in Section III-B ang, yajues of the performance numbers given before in Table .
Section IlI-D, respectively. From theP&DE simulation we ob-

tained numbers, relevant to the evaluation of the performance of

the implementation. Some of them are given in Table I. We used TABLE Il

the SPADE performance numbers related to the times at which a PERFORMANCE NUMBERS AFTER REMOVING THEVLEP.

new frame appears at the output in order to calculatdrN€E

of the initial architecture which turned out to b&7 frames per Processor | executing| busy with I/O| waiting

second RGB2YUV/DCT 95% 1% 4%
After this first step, we can have three possible scenarios tg mP 63% 9% 28%

proceed: VIP 1% 2% 97%

« Scenario 1: The RATE of the architecture satisfies the re- VOP 1% 1% 98%

quirements and we stop the exploration process.

o Scenario 2: The RATE of the architecture satisfies the re-
quirements and we start exploring (part of) the parameter
space of the architecture for modifications that can improveAgain we used the BADE performance numbers to calculate
the currentperformance—costatio. This process includesthe RATEand we saw that it was unchanged at 167 frames per
finding and removing some resource redundancy and excsssond. This fact shows that we have removed a redundant pro-

| Busutilization |  12% |




cessor component. This results in a reduction of the costin terms

of silicon area. Currently, cost measures are indirectly derive
guantities. $ADE does not yet provide metrics related to the

TABLE Il
dPERFORMANCE NUMBERS AFTER DECREASING THE LATENCY OF THE

PROGRESS WORKSHOP 2000

RGB2YUV/DCT PROCESSOR

silicon area and power dissipation.

Next, we analyzed the new simulation results and we saw thal Processor executing| busy with /0| waiting
the bus is utilized only 12% of the time which means that the RGB2YUV/DCT 36% 1% 63%
speed of the architecture will not be vesgnsitiveto a decrease mP 55% 39% 6%
of the speed of the bus and the shared memory. We observed b VLEP 42% 23% 35%
SPADE simulation that if we decrease the speed of the bus and vip 1% 8% 91%
the memory five times, then tHRATEof the architecture i462 voP 1% 4% 95%
frames per second he decrease of tHRATEis only 3%, which ["Bus utiization | 62% |

means that we do not have a significant change ofRAgE

This fact shows that we have removed some excess speed in the

architecture. Moreover, the fact that we decreased the speeghaf|ancy of the microprocessor. We decreased the latency of
the memory five times means that we can use DRAM instegl 5 o times. In this case, theP&DE simulation results
of SRAM which leads again to a reduction of the silicon are@now that theRATEof the architecture i€54 frames per sec-

because the silicon area of the DRAM is significantly :small%rnd EstimatedRATEfor video frames of size 512512 is 22

thar;fthe silicon area of the SRAM. frames per secondThe SPADE performance numbers for each
This experiment demonstrates that theaSE performance ¢ components are given in Table IV.

metrics provide useful measures to detect resource redundancy
and excess speed in the architecture. We showed above that find- TABLE IV
ing and removing this redundancy can lead to a reduction of theperrFoRMANCE NUMBERS AFTER DECREASING THE LATENCY OF THE

silicon area cost of the architecture.

MICROPROCESSOR

B. Scenario 3

Processor executing| busy with I/O| waiting
We now follow a different scenario in which we assume that | RGB2YUV/DCT 46% 1% 53%
the initial RATEdoes not satisfy the requirements. As we men- mP 40% 59% 1%
tioned before, after the first step of our exploration process, we VLEP 54% 33% 13%
found that theRATEof the architecture is 167 frames per sec- viP 1% 18% 81%
ond for video frames of size 12828 pixels. If we assume VOP 1% 5% 94%
that for real-time applications we need at least 25 frames per 51% ]
0

second, then the architecture can process these frames in real BUS utilization |
time. But theRATE of the proposed architecture depends on
the frame size. For example, tiRATEof the architecture for ~ Analyzing the results presented above we saw that the de-
video frames with size 512512 pixels is 10 frames per sec-crease of the latency of the processor components increases the
ond. This means that if we want to achieve a real-time speB&TEof the architecture. But still thRATEdoes not satisfy the
for large video frames we have to make some changes in teal-time requirement for large images. If we continue to de-
architecture parameters. The main parameters we can chatrgase the latencies of the processor components, they will get
in order to increase thBRATEare the latencies of the architecoutside the feasible range of these latencies. Also, we will not
ture components. The possible values of the latency paramesafsieve a significant speedup of the architecture, because Ta-
should however stay within reasonable bounds. ble 11l and Table IV show a significant increase of the time the
From the $ADE simulation numbers presented in Table | w@rocessor components spend on performing I/O operations. The
see that th&®GB2YUV/DCT processor executes 95% of the timéatter means that the communication structure of the architec-
while the other components execute less than 36% of the tirige becomes a bottleneck. If we increase the speed of the bus
This result suggests that tHRATE of the architecture is very we will not change théRATEof the architecture, because the
sensitiveto the latency of theRGB2YUV/DCT processor. We speed of the shared memory is unchanged. We cannot increase
decreased the latency of this component five times. RAEE the speed of the memory because it will lead to unrealizable
of the architecture becan#b6 frames per seconfdr images memory.
of size 128¢128 pixels. Using thiRATEnumber, we can eas- According to the results of the experiment we presented
ily estimate that theRATEfor images of size 512512 pixels above we can conclude that although our architecture consists
is aboutl6 frames per secomgthich is still not high enough. of five fast processor components working in parallel, we can-
Simulation results are shown in Table . not achieve real-time speed for large video frames. The main
The results shown in Table Ill show that tR&B2YUV/DCT reason is that the architecture cannot exploit the maximum par-
processor is no longer the bottleneck for the performance. If whelism of the application, because the communication structure
go on decreasing the latency of tR&B2YUV/DCT processor —acommon bus and shared memory — obstructs the parallelism.
we will unbalance the architecture and we will not achieve a sig-Starting from a given application and a given architecture
nificant increase of thRATE The results in Table 11l show thattemplate, we have demonstrated how we can use H®S
we can expect a significant increase of RTEIf we decrease environment and tools to obtain performance numbers that can
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help evaluating thgperformance—costatio at an abstract level [12]
early in a design process. In the experiments presented in this
paper, we have looked at the impact of some of the parametess
of the architecture template. The three experiments conducted
can be seen as part of an exploration trajectory around the {Afl
tial Startemis architecture. The results of this session suggest
that the next step might be to change the overall architectit®
template and to go into another exploration step using this ”ﬁ‘%
template.

[17]

V. CONCLUSIONS
[18]

We have presented a case study of an M-JPEG encoder afdgpdi-

cation mapped onto a shared memory multi-processor architﬁs]-
ture, which is used in the Artemis project as a driver for the de-
velopment of the Artemis workbench. We did some explorations
of the initial application and architecture at an abstract level us-
ing SPADE. By doing these experiments we evaluated the use of
SPADE early in the design process of heterogeneous signal pro-
cessing architectures. It appears theASE can give a designer
useful feedback on the performance of a system, which may help
a designer in improving the system. This was illustrated by the
scenarios in Section IV. The simulations done in these scenar-
ios typically took a few minutes for an input sequence of several
frames. Also, changes to the architecture and mapping could be
easily made to the textual descriptions®ABE currently lacks
feedback on other metrics than performance metrics, such as,
silicon area and power dissipation. Also, the representation of
data is still something that can be improved. These issues will
be topic of further research, of which part will be covered in the
Artemis project.
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