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Abstract

In recent years, Non-Volatile Memory (NVM) technologies have emerged as
candidates for future computer memory. Nonvolatility, the ability of storing in-
formation even after powered off, essentially differentiates them from traditional
CMOS-based memory technologies. In addition to the nonvolatility, NVMs are
also favored because of their low leakage power, high density, and comparable
read speed compared with volatile memories. However, there are challenges
to efficiently utilize NVMs due to the high write cost and potential endurance
issues. In this chapter, we first introduce representative NVM technologies
including their physical construction for data storage, as well as characteristics,
and then summarize recent work aiming to exploring NVMs’ characteristic to
optimize their behaviors.
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14.1 Introduction

With the continuously increasing scalability, traditional CMOS-based memories are
facing great challenges. Taking Dynamic Random-Access Memory (DRAM) as
an example, the limited scalability and large leakage power make it undesirable
for next-generation main memory. Emerging Non-Volatile Memories (NVMs)
are proposed to take this challenge in future computing systems due to several
promising advantages. First, NVMs have high scalability. For example, Phase
Change Memory (PCM), a representative NVM, has been demonstrated in a 20 nm
device prototype and is projected to scale to 9 nm, while manufacturable solutions
for scaling DRAM beyond 40 nm are unknown [1, 22, 44]. Second, NVMs have
a much larger storage density. In addition to scalability, the feasibility of storing
multiple bits in one NVM cell further enlarges the density. Third, NVMs are
nonvolatile, indicating that data will not be lost even the memory is out of power
supply.

However, NVMs are commonly associated with large programming cost and
possible endurance issues. As a result, new management and optimization policies
should be proposed to efficiently utilize NVMs in computer and embedded systems.
These policies should fully exploit the physical characteristics of NVMs, which are
significantly different from volatile memories, and also tune their behaviors to fit
into the memory hierarchy.
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14.2 Classification of Emerging Nonvolatile Memories

Emerging nonvolatile memory includes Spin-Transfer Torque Random-Access
Memory (STT-RAM), Resistive Random-Access Memory (RRAM), Domain Wall
Memory (DWM), Ferro-electric Random-Access Memory (FeERAM), PCM, and so
on. Various technologies differ in cell size, endurance, access speed, leakage, and
dynamic power, making them fit different levels in memory hierarchy. The detailed
characteristics are summarized in Table 14.1. In the following, the specific physical
rationality of each representative NVM is introduced.

14.2.1 Spin-Transfer Torque Random-Access Memory

The information carrier of STT-RAM is a Magnetic Tunnel Junction (MTJ) [74].
Each MTJ contains two ferromagnetic layers and one tunnel barrier layer. One
of the ferromagnetic layers (reference layer) has fixed magnetic direction, while
the other one (free layer) can change its magnetic direction by an external
electromagnetic field or a spin-transfer torque. If the two ferromagnetic layers
have different directions, the MTJ resistance is high, indicating a “1” state; if the
two layers have the same direction, the MTJ resistance is low, indicating a “0”
state. The STT-RAM cell structure is composed of one Negative-type Metal-Oxide-
Semiconductor (NMOS) transistor as the access device and one MTJ as the storage
element, as shown in Fig. 14.1. The MTJ is connected in series with the NMOS

Table 14.1 Characteristics of different memory technologies [13, 18,30,35,58,63,78]
STT-RAM | RRAM DWM FeRAM | PCM

Cell size (F?) 6-50 4-10 >2 ~10 4-12

Write endurance 4 x 1012 10! 10'6 10 108-10°
Speed (R/W) Fast/slow | Fast/slow | Fast/slow | Fast/slow | Fast/very slow
Leakage power Low Low Low Low Low

Dynamic energy (R/W) | Low/high | Low/high | Low/high | Low/high | Medium/high

Fig. 14.1 An illustration of a N
“1T1J” STT-RAM cell [65] N[ Bit Line |
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transistor. The NMOS transistor is controlled by the wordline (WL) signal. When a
write operation happens, a large positive voltage difference is established for writing
“0”s or a large negative one for writing “1”’s. The crystalline amplitude required to
ensure a successful status reversal is called the threshold current. The current is
related to the material of the tunnel barrier layer, the writing pulse duration, and the
MT]J geometry [12]. STT-RAM has been widely used for designing caches due to
its comparatively faster access and higher endurance than other types of NVM.

14.2.2 Resistive Random-Access Memory

Figure 14.2 shows the cell structure of RRAM. An RRAM with unipolar switching
uses an insulating dielectric [26]. When a sufficiently high voltage is applied, a
filament or conducting path is formed in the insulating dielectric. After this, by
applying suitable voltages, the filament may be set (which leads to a low resistance)
or reset (which leads to a high resistance) [35]. Compared to Static Random-Access
Memory (SRAM), an RRAM cache has high density, comparable read latency, and
much smaller leakage energy. However, the limitation of RRAM is its low write
endurance of 10'! [21] and high write latency and write energy. For example, a
typical 4 MB RRAM cache has a read latency of 6-8ns and a write latency of
20-30ns [14].

14.2.3 Domain Wall Memory

DWM works by controlling domain wall (DW) motion in ferromagnetic nanowires
[58]. The ferromagnetic wire can have multiple domains which are separated by
domain walls. These domains can be individually programmed to store a single bit
(in the form of a magnetization direction), and thus, DWM can store multiple bits
per memory cell. Logically, a DWM macro-cell appears as a tape, which stores
multiple bits and can be shifted in either direction, as shown in Fig. 14.3. The
challenge in using DWM is that the time consumed in accessing a bit depends on its
location relative to the access port, which leads to nonuniform access latency and
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Fig. 14.2 The cell structure of RRAM [2]
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makes the performance dependent on the number of shift operations required per
access. Compared to other NVMs, DWM is less mature and is still in research and
prototype phase.

14.2.4 Ferro-electric Random-Access Memory

A FeRAM cell contains materials with two stable polarization states, which can
switch from one state to another if an external strong electric field is applied [32].
Figure 14.4 shows a popular design of a ferroelectric memory cell. This 1T-1C
design uses one ferroelectric capacitor to store the information [10]. When we need
to read a specific ferroelectric capacitor in a 1T-1C cell, a poled reference cell is
used. By measuring the voltage/current between the capacitor and the reference
cell, the stored value can be determined. The superiority of FeRAM includes
nearly unlimited operation cycles, ultrashort access time and easy integration to
Complementary Metal-Oxide-Semiconductor (CMOS) technology.

14.2.5 Phase Change Memory

Figure 14.5 shows the schematic of PCM memory array and cells. PCM exploits
the large resistance contrast between amorphous and crystalline states in the
chalcogenide alloy (GST) material. The amorphous phase tends to have high
electrical resistivity, while the crystalline phase exhibits a low resistivity, sometimes
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Fig. 14.5 The cell structure PCM Storage
of PCM [37] PCE Element

e —————

three or four orders of magnitude lower [44]. The amorphous and crystalline states
can be transferred to each other by programming the cell into high/low resistance
levels, achieved by heating the PCM cell to be with various amorphous-GST and
crystalline-GST portions.

14.3 On-Chip Memory and Optimizations

In this section, the utilization of NVM as on-chip memory is summarized. First,
the optimizations of on-chip caches using NVM are discussed, and then the on-chip
memory for embedded systems are explored in the context of NVM.

SRAM, which has been typically used as on-chip cache, faces the problems of
large leakage power and limited scalability. It is reported that, with ever-increasing
required cache size, cache will occupy 90% of the chip area with tremendous
fraction of chip power in future CMOS generations if consisted of SRAM [46].
Thus NVMs such as STT-RAM, RRAM, and DWM are proposed to serve as on-
chip caches [35]. The write speed of NVM should be optimized when it is applied
as L1 cache; the density and access energy are more important when it is used
for L2 or lower-level caches [17]. Motivated by these requirements, researches
have been conducted to build appropriate cache architecture, develop NVM-oriented
optimizations, and revisit cache management policies to achieve high-performance
low-power and dense on-chip caches.

14.3.1 STT-RAM as On-Chip Cache

STT-RAM is the mostly recommended alternative of traditional SRAM. The
challenges to apply STT-RAM lie in its high programming cost and endurance. In
this section, optimizations for access efficiency, endurance, as well as density are
summarized.
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14.3.1.1 Optimizations for Access Efficiency
Many researches focus on the latency and energy reduction of write operations in
STT-RAM.

The nonvolatility of STT-RAM cells can be relaxed by cutting the planar
area [52] or reducing the number of programming cycles [19, 28], by which the
writes can be faster and energy efficient, however, with a shorter data retention
time. The retention time should be guaranteed to be smaller than inter-write time;
otherwise, additional refreshes are necessary [55]. STT-RAM cell sizing is studied
for the impact on overall computing system performance, showing that different
computing workloads may have conflicting expectations on memory cell sizing
[64]. Leveraging MTJ device switching characteristics, the authors further propose
an STT-RAM architecture design method that can make STT-RAM cache with
relatively small memory cell size perform well over a wide spectrum of computing
benchmarks [64]. Early write termination is proposed to save programming energy
by terminating write operations once it confirmed that the data to write are the
same with the old values [76]. Instead of read-before-write, this strategy senses
the old data during the write process and thus does not induce latency overhead.
Based on the observation that a large fraction of data written to L2 cache are
“all-zero-data,” flags are employed to label these words to avoid being written
and read [20]. Accurate data can be constructed by unlabeled words and zero
flags.

In hybrid caches consisting of both SRAM and STT-RAM, cache partitioning
is explored in [49] to determine the amount of SRAM and STT-RAM ways by
exploiting the performance advantage of SRAM and high density of STT-RAM.
A dynamic reconfiguration scheme which determines the portion of SRAM and
STT-RAM is proposed in [7] for access energy saving. Data migrations aiming to
minimize the number of writes to STT-RAM can reduce the cache energy [40].

14.3.1.2 Optimizations for Endurance

Wear leveling in STT-RAM aims to balance the number of writes across different
physical regions so that the cache endurance can be prolonged. The basic idea is to
swap write-intensive regions with those rarely written ones. Wear leveling can be
conducted with various granularites. A concept of cache color containing a number
of sets is developed as the granularity for data swapping in [50]. The mapping
between physical regions and cache colors is periodically remapped, with the
objective of mapping the mostly written region to cache colors with the least number
of writes. In a set-level wear leveling [6], cache sets are reorganized through XOR
operation between changing remap register and set indexes in order to balance writes
across cache sets. As an intra-set weal leveling, WriteSmoothing [36] logically
divides the cache sets into multiple modules. For each module, it collectively records
number of writes in each way for any of the sets. WriteSmoothing then periodically
makes most frequently written ways in a module unavailable to shift the write
pressure to other ways in the sets of the module. A coding scheme for STT-RAM
last-level cache is proposed based on the concept of value locality in [67]. The
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switching probability in cache can be reduced by swapping common patterns with
limited weight codes to make writes less often as well as more uniform. This belongs
to bit-level wear leveling.

In hybrid caches consisting of both SRAM and STT-RAM, similar wear leveling
strategies can be modified and applied to balance writes among the whole cache
space, such as data swapping between SRAM and STT-RAM [27,30]. Prementioned
early write termination [76], write mode selection [19, 28], and write reductions
[5,20,45] also benefit the cache endurance.

14.3.1.3 Optimizations for Density

Three-dimensional die stacking increases transistor density by vertically integrating
multiple dies with a high-bandwidth, high-speed, and low-power interface [35].
Using 3D die stacking, dies of even different types can be stacked. Several
researchers discuss 3D stacking of NVM caches [30, 49, 53, 54, 63]. For exam-
ple, an STT-RAM cache and CMP logic can be designed as two separate dies
and stacked together in a vertical manner [53]. One benefit of this is that the
magnetic-related fabrication process of STT-RAM may not affect the normal
CMOS logic fabrication. Three-dimensional stacking also enables shorter global
interconnect, lower interconnect power consumption, and smaller footprint [35].
Cell sizing can also potentially improve the cache density by shrinking STT-RAM
cells.

14.3.2 Other NVMs as On-Chip Memory

RRAM and DWM can also be applied as on-chip caches. Compared with
STT-RAM, the endurance of RRAM is more serious based on the report that
RRAM can withstand 10'" writes while STT-RAM can withstand 4 x 10'2. Thus
there are researches focusing on the endurance enhancement of RRAM at the levels
of both inter-set and intra-set [34,61]. Since DMW exploits the shift of access port
to access data, the optimizations of DMW include hiding the shifting time [60] and
reduce the shift cost [56,59].

NVMs can also be used in embedded systems as on-chip memory, such as
nonvolatile flip-flops [62], Flash, and FERAM [4]. A novel usage of NVM in
embedded systems is to back up volatile program execution states upon power
failures, so that it can be resumed after being recharged. In this scenario, the
backup efficiency directly affects system performance and energy consumption.
Nonvolatile flip-flops are connected to each volatile cell for efficient backup in
[62], which is suitable for registers. Contents to back up can be reduced to achieve
high performance and energy efficiency [29, 73]. Hybrid on-chip memory with
Flash and FeRAM leads to a promising tradeoff between system performance and
price [4].
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14.4 Hybrid Main Memory and Optimizations

In this section, the utilization of hybrid PCM/DRAM as main memory is sum-
marized. Firstly, the architecture of pure-PCM working as the main memory is
developed by a few works. Then the hybrid DRAM/PCM memory architecture
overview is presented. Next, we summarize the research works on two different
hybrid architectures.

14.4.1 PCM as Main Memory Architecture

As emerging nonvolatile memory technologies, several researches have tried to
replace DRAM with nonvolatile memory like PCM, as a candidate of the main
memory. The work [23,75] firstly developed the architecture-level studies on using
PCM to implement main memory. [23] proposed to use narrow rows and multiple
buffers to improve write coalescing and perform partial writes. [75] took advantage
of redundant bit writes to eliminate unnecessary writes to PCM and perform
dynamic memory mapping at memory controller to achieve wear-out leveling.

Based on the proposed architecture, some works have been proposed to address
different issues of PCM when working as the memory, including improving
endurance [23,41,42,75], improving write latency by reducing the writes of bits
to PCM [8, 15,23,66,70,72,75], and preventing malicious wear-outs [48].

However, pure PCM-based main memory has many challenging issues such as
slow latency and limited endurance to be used as the main memory. To overcome
these limitations, the hybrid main memory is proposed instead, which is constructed
using both PCM and DRAM. The following sections introduce the hybrid memory
architecture and summarize the techniques used in the hybrid memory.

14.4.2 PCM/DRAM Hybrid Memory Overview

In the hybrid PCM and DRAM memory, the DRAM can help improve the slow
write performance of PCM and also increases the lifetime of PCM by “absorbing”
the write-intensive operations to PCM. As shown in Fig. 14.6, two different
architectures have been proposed for the hybrid memory system. For the first
architecture, as depicted in Fig. 14.6a, DRAM is regarded as an upper-level cache
to the main memory, which only consists of PCM, to combine the short latency of
DRAM with large capacity of PCM. When a memory access happens, the DRAM
cache is checked firstly, and the PCM will be accessed only under the cache miss.
In this architecture, the DRAM cache is invisible to the operating system. All the
operations to the DRAM cache are managed by the memory controller. Qureshi
et al. [42] showed that a small DRAM cache, which is 3% size of the PCM storage,
can make up the latency gap between DRAM and PCM.
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In the second memory architecture, as shown in Fig. 14.6b, both of PCM and
DRAM memory are directly connected to memory controller in parallel with each
other and thus share the single memory physical space. The operating system
can determine the page allocation and memory management strategy to improve
the performance, energy saving, and endurance. Dhiman et al. [11] proposed the
write-frequency-guided page placement policy to perform uniform wear leveling
across all PCM pages, while migrating write-intensive pages to DRAM to improve
performance.

In the following sections, we summarize the research works about the hybrid
DRAM and PCM memory system.

14.4.3 DRAM-as-Cache Architecture

In the DRAM-as-Cache architecture, DRAM works as a cache to serve the memory
requests at low latency with low energy cost and high endurance. On the other hand,
PCM works as a large background main memory to exploit low standby power as
well as the low costs, but the write operations should be reduced because of the
limited endurance and high write latency. The key challenge in the design of such
a hybrid memory system lies in the following aspects: what is the caching/paging
scheme to the DRAM-PCM architecture, in terms of different objectives, including
power, performance, capacity, endurance, etc., and what data should be cached in
DRAM to best exploit the advantages and overcome the disadvantages of hybrid
system.

14.4.3.1 Caching/Paging Schemes to the Hybrid Architecture
A series of works have proposed different caching/paging schemes to the hybrid
architecture to minimize the write operations in PCM for the benefits of both PCM
endurance and performance and reduce the refreshes of DRAM to explore further
energy saving.

Qureshi et al. [42] firstly proposed to increase the size of main memory by using
PCM as main memory and using DRAM as a cache to PCM. They developed the
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Lazy-Write scheme based on the proposed memory model to minimize the write
operations to PCM by only writing the pages fetched from hard disk to DRAM
cache. Intra-page wear leveling is also applied in PCM to swap cache lines to
achieve uniform writing of lines within pages to further improve the endurance.
Experimental results show that the hybrid memory can improve 3x latency and
reduce 5x page faults because of the increase in main memory size, compared to
the pure-DRAM memory and achieve 3x endurance improvement compared to the
pure-PCM memory.

Ferreira et al. [15] proposed write-back minimization scheme with new cache
replacement policies and PCM-aware swap algorithm for wear leveling, while
avoiding unnecessary writes. Zhang and Li [71] employed the PCM to implement
the 3D-stacked memory systems to exploit the low standby power feature of PCM
and proposed an OS-level paging scheme that takes into account the memory
reference characteristics and migrated the hot-modified pages from PCM to DRAM.
In this way, the lifetime degradation of PCM is alleviated, and the energy efficiency
of the memory system is also improved.

To reduce the energy consumption of the hybrid system, Park et al. [38] proposed
to decay the contents in DRAM. In this way, the clean, old data in DRAM are
evicted, while the dirty data are written back to PCM and then evicted. Thus the
evicted rows do not need refresh operations, and the energy consumption of the
hybrid memory can be reduced compared to the DRAM-only memory. A long-term
dirty data write-back scheme is further developed to minimize the PCM writes.

14.4.3.2 What Data Should Be Cached in DRAM

The work in [68, 69] mainly proposed an answer to the question “what data should
be placed in DRAM cache.” Yoon et al. observed that PCM and DRAM have the
same latency to access their row buffers, while the write latency is much higher in
PCM than in DRAM when accessing the content which is not stored in the row
buffer. For the sake of performance and PCM endurance, the access to PCM when
the row buffer miss happens should be avoided. With this observation, Yoon et al.
proposed to put those rows of data that are likely to miss in the row buffer and
also likely to be reused in DRAM cache. Further, their technique uses a caching
policy such that the pages that are written frequently are more likely to stay in
DRAM.

Meza et al. [33] propose a technique for efficiently storing and managing the
metadata (such as tag, replacement-policy information, valid, and dirty bits) for data
in a DRAM cache at a fine granularity. They observed that in DRAM cache storing
metadata in the same row as their data can exploit DRAM row buffer locality, and it
also reduces the access latency from two row buffer conflicts (one for the metadata
and another for the datum itself). Based on this observation, they proposed to put
the metadata for recently accessed rows in a small row buffer to the DRAM cache.
Since metadata needed for data with temporal or spatial locality is cached on chip,
it can be accessed with the similar latency as an SRAM tag store, while providing
better energy efficiency than using a large SRAM tag store.
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14.4.4 Parallel Hybrid Architecture

In the parallel hybrid architecture, both DRAM and PCM are used as the main
memory. This architecture reduces the power budget because large portion of main
memory is replaced by PCM.

In the hybrid memory, write-intensive accesses to PCM should be minimized due
to its high write latency and lifetime limitation. Several works proposed to migrate
write-intensive data/pages from PCM to DRAM to reduce the write accesses to
PCM.

Dhiman et al. [11] proposed a hybrid main memory system that exposes both
DRAM and PCM to software (operating system). If the number of writes to a
particular PCM page exceeds a certain threshold, the contents of the page are copied
to another page (either in DRAM or PCM), thus facilitating PCM wear leveling,
while movement of hot pages to DRAM leads to saving of energy due to faster and
more energy-efficient DRAM accesses.

Work in [43] suggested a management policy that monitors program access
patterns and migrates hot pages to DRAM while keeping cold pages in PCM.
In this way, the write-intensive operations are avoided, and thus the performance
and energy saving are improved. Park et al. [39] proposed the main memory
management mechanism of the operating system for the hybrid main memory.
They proposed the migration scheme using access bits and power-off technique of
DRAM chunk to mitigate background power consumption. Seok et al. [47] proposed
a migration-based page caching technique for PCM-DRAM hybrid main memory
system. Their technique aims to overcome the problem of the long latency and
low endurance of PCM. For this, read-bound access pages are kept in PCM, and
write-bound access pages are kept in DRAM. Their technique uses separate read
and write queues for both PCM and DRAM and uses page monitoring to make
migration decisions. Write-bound pages are migrated from PCM to DRAM, and
read-bound pages are migrated from DRAM to PCM. The decision to migrate is
taken as follows: when a write access is hit and the accessed page is in PCM write
queue, it is migrated. Similarly, if a read access is hit and the accessed page is in the
DRAM read queue, it is migrated.

Dynamically migrating data between DRAM and PCM can reduce the writes to
PCM, but will bring energy cost and performance delay to the system. To handle the
problem, reducing frequent page migration between PCM and DRAM is targeted at
work [51]. Shin et al. proposed to store the page information and let it be visible
to the operating system. With the information, page migration granularity can be
dynamically changed based on whether the migration of pages is heavy. Heavy
migration implies that pages which have similar access properties can be grouped
to reduce the migration frequency.

Instead of dynamically migrating data between DRAM and PCM, a series of
work [9, 16, 31] assumed that memory accessing patterns are given or can be
predicted and proposed data allocation schemes in the hybrid memory to optimize
different objectives. Choi et al. [9] developed the page-level allocation technique to
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obtain the optimal performance, with well-designed proportion of DRAM’s size to
PCM’s and proportion of DRAM’s useful space to PCM’s. Lee et al. [24] proposed
a memory management algorithm which makes use of the write frequency as well
as the recency of write references to accurately estimate future write references. The
proposed scheme, which is applied on the parallel hybrid architecture, is compared
to the scheme on DRAM-as-Cache architecture and is shown to be better in memory
writes reduction. Liu et al. [31] developed variable-level partition schemes on
the hybrid main memory to achieve the tradeoff between energy consumption
and performance when the memory accesses and variables are given by the data-
flow graph. Fu et al. [16] targeted at minimizing the energy consumption of the
hybrid memory system while meeting the performance constraint and proposed a
parallelism- and proximity-based variable partitioning scheme.

For task scheduling, Tian et al. [57] present a task-scheduling-based technique
for addressing the challenges of hybrid DRAM/PCM main memory. They study
the problem of task scheduling, assuming that a task should be entirely placed in
either PCM bank or DRAM bank. Their approach works for different optimization
objectives such as (1) minimizing the energy consumption of hybrid memory for a
given PCM and DRAM size and given PCM endurance, (2) minimizing the number
of writes to PCM for a given PCM and DRAM size and given threshold on energy
consumption, and (3) minimizing PCM size for a given DRAM size, given threshold
on energy consumption and PCM endurance.

14.5 Conclusion

In this chapter, emerging and nonvolatile memories and the state-of-the-art tech-
nologies in this area are introduced. A classification of different kinds of NVMs are
firstly presented. Each NVM is introduced with a brief description to its features.
Next, based on different objectives, several optimizations for memory architecture
are introduced when NVM is working as on-chip cache and on-chip memory.
Finally, we introduce that when NVM is working as the off-chip main memory,
it is a widely used method to utilize both NVM and DRAM and combine them as a
hybrid memory system. In the hybrid main memory, DRAM can be used either as a
cache to the NVM main memory or as one of the memory partitions of the system.
For both of the hybrid architecture, we present a series of schemes for performance
and energy optimizations.
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