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Abstract

Meta-learning aims to learn which learning
techniques work well on what data. Rather
than recommending a single classifier, a rank-
ing should be created, ordering the classifiers
on their estimated performance. It is unclear
how to evaluate such rankings. In this pa-
per we propose the use of Loss Time curves.
We show that for meta-learning techniques
to perform well on this measure, they should
also take into consideration the amount of
time spent to train an algorithm.

1. Introduction

Meta-learning aims to learn which learning techniques
work well on what data (Vilalta & Drissi, 2002). A
common task, known as the Algorithm Selection Prob-
lem, is to determine which classifier performs best on
a given dataset. We can predict this by training a
meta-model on meta-data comprised of dataset char-
acterizations, i.e., meta-features (Brazdil et al., 1994),
and the performances of different classifiers on these
datasets. The same meta-features can be computed
on each new dataset and fed to the meta-model to
predict which classifiers will perform well.

In many meta-learning applications it is not enough
to simply predict the single best classifier. When the
recommended classifier does not perform well enough,
an alternative should be at hand. Rather than rec-
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ommending a single classifier, a ranking should be
created, ordering the classifiers on their likelihood of
performing well on the dataset. This way, the user
can make an informed decision about which models to
try based on the available time and resources. Typi-
cally, a cross-validation run will be performed on the
top-ranked algorithm, and if the result was not good
enough, the next one can be tried. One way of evalu-
ating such rankings is using Loss Curves (Leite et al.,
2012). Loss is defined to be the difference between
current best classifier performance against global best
classifier performance. A loss curve plots the amount
of loss against the number of tests that were needed
to obtain such loss (see Figure 1).

Loss Curves assume that every test will take the same
amount of time, which is not realistic. For example,
Multilayer Perceptrons take longer to train than Naive
Bayes classifiers. Therefore, it is better to use Loss

Time Curves, which plot the average loss against the
time needed to obtain this loss (see Figure 2). It de-
scribes how much time is needed on average to con-
verge to a certain loss (lower is better). The faster such
curve goes to a loss of zero, the better the technique
is. They have been used before in the Optimization
literature (Hutter et al., 2010).

For a significant longer version of this paper, the reader
is referred to van Rijn et al. (2015).

2. Combining Accuracy and Runtime

As Loss Time Curves also take into consideration the
amount of time spent to train an algorithm, the meta-
learning algorithm should be aware of this. Various
measures of combining accuracy have been proposed,
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Figure 1. Loss Curves of three meta-learning methods.

for example ARR and A3R (Abdulrahman & Brazdil,
2014). Most meta-learning methods can be adopted in
such a way that they incorporate this measure. By us-
ing such measures, the methods are urged to first try
relative fast methods that are expected to perform rea-
sonably, before trying slow methods that are expected
to perform best.

We compare three meta-learning techniques using Loss
Time Curves. The Average Rank method ranks the
classifiers in the order of their average rank on pre-
viously seen datasets and recommends the classifiers
in that order. The Best on Sample method runs all
classifiers using a given sample size (in this case 256
instances), and ranks the classifiers in the order of
performance on that sample. The Pairwise Curve

Comparison method (PCC) is an extension to a more
sophisticated sample-based method, as presented by
Leite & Brazdil (2010). We also include a version of
this technique using A3R. We compare the methods on
the task of ranking 53 classifiers on 39 datasets from
OpenML 1 (Vanschoren et al., 2014).

The results are shown in Figure 1 and Figure 2. One
observation is that performances in loss space do not
necessarily agree with performances in loss time space.
Furthermore, incorporating a measure that combines
runtime and accuracy has a tremendous effect on the
performances recorded in loss time space.
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Figure 2. Loss Time Curves of meta-learning methods.
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