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Abstract. Museums, Archives, Libraries and other institutes, specifi-
cally those in the cultural heritage domain, make increasing use of Se-
mantic Web technologies to enrich and publish their collection items.
Fewer cases exist where the contents of those items are also enriched
using similar methods, disclosing the details contained within histori-
cal handwritten manuscripts. We argue that the enrichment of histor-
ical manuscripts is of central importance to the disclosure of cultural
heritage archives. Elucidating the contents of historical manuscripts is,
however, a time-consuming process that requires domain expertise. Dif-
ferent workflows have therefore been proposed to accelerate and improve
this process. In this study, we present an analysis of different approaches,
focussing specifically on the provenance requirements for annotating and
interpreting historical manuscripts so that the contents can be published
online as FAIR (Findable, Accessible, Interoperable and Reusable) data.
Furthermore, we argue that provenance can play a central role in qual-
ity assessment. We demonstrate our findings with a case study from the
natural history domain, where we have developed a semantic framework
for extracting, annotating and curating regions of interest from digitised
handwritten, historical manuscripts.
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1 Introduction

Many digital libraries contain handwritten manuscripts from various domains.
They are physically stored in museums and other institutions all over the world.
The main challenge is the transformation of a collection of digitised manuscripts
to a searchable knowledge base. This is especially difficult when dealing with his-
torical texts containing multiple languages, hard-to-read handwriting and histor-
ical content. Challenges such as name ambiguity and data interpretability seem



to ask for more ‘intelligent’ web technologies. The promising features that se-
mantic web technologies offer are expected to cover these challenges well. Serving
data to the web of Linked Data has many benefits: (i) the adoption of Interna-
tionalised Resource Identifiers (IRIs) for the representation of named entities
enable more accurate content descriptions, (ii) data become interoperable, (iii)
through Semantic Web services, data can be federated and integrated between
distributed collections [12].

Digital libraries, especially from the cultural heritage domain, have recently
become a major application for Linked Data technologies. Various cultural her-
itage initiatives already enrich their data on a collection level and on an item
level using the Linked Open Data principles® [5,7,21,22]. Some institutes even
model interesting named entities such as locations and persons, mentioned in
their collections, using dereferenciable URIs from, for instance, Geonames and
International Authority Files such as VIAF.?2 A telling example is the Dutch
Ships and Sailors project [3], which resulted in four curated datasets on Dutch
maritime history in the form of Linked Open Data. Another example is the Eu-
ropeana project,> an initiative that operates on an international scale, offering
rich semantic representations of cultural heritage items that are utilisable by
other institutions.

Only a few technological infrastructures, however, describe the Regions Of
Interest (ROIs) in images from cultural heritage archival collections in a sim-
ilar way. Annotation of the textual content helps museums and other cultural
heritage institutions to disclose their manuscript collections. Annotation is done
using crowdsourcing [18] or nichesourcing [4] - harvesting labels from handwrit-
ten manuscript images using the crowd or domain experts -, automated processes
such as handwriting recognition or word spotting, or a combination thereof. Of-
ten, annotations are formatted in XML using a specified format, such as the
Text Encoding Initiative (TEI) scheme.? While models and tools to annotate
web resources using the principles of Linked Data exist [17], they are, to the
best of our knowledge, seldom applied to annotating ROIs in historical hand-
written manuscripts. As a result, a small number of collections make use of the
full potential of Linked Data: data are stored in a variety of formats and are usu-
ally not publicly available for reuse by other researchers. Moreover, even fewer
cases exist where ROIs are actually semantically enriched with IRIs from the
Linked Open Data cloud and interlinked within and beyond the current collec-
tion.

Using Linked Data to annotate manuscripts helps publish the content as
FAIR (Findable, Accessible, Interoperable, Reusable) data [26], which requires
annotations to be stored in a transparent way. The provenance of annotations
needs to be tracked on multiple levels, for instance, regarding the annotation
process and regarding the location of the annotated text in the digital images.

! https://www.w3.org/wiki/LinkedData
2 https:/ /viaf.org

3 https://www.europeana.eu/portal/

* http://www.tei-c.org/index.xml



Annotation provenance can be used for annotation quality control, attribution of
annotation efforts and the stimulation of scientific discourse. Current information
systems usually only capture minimal provenance information [9]. A multitude of
requirement descriptions and W3C® recommended vocabularies exist; however,
they still need to be implemented in many archives and collections. Method-
ologies and principles to incorporate annotation provenance in the design and
implementation of software systems are lacking: clear requirements and in-use
examples are required [9].

In this study, we analyse different workflows for the enrichment of historical
handwritten manuscripts, in section 2, and recommend a workflow for expert
data curation of a specific type of manuscript. We subsequently assess which
provenance of annotation objects should be tracked during the enrichment pro-
cess, which is described in section 3. We then discuss how this provenance can
potentially be used in practice, for instance to measure and subsequently safe-
guard data quality. Lastly, in section 4, we demonstrate an implementation of
this approach using a semantic annotation tool for natural history field books,
the Semantic Field Book (SFB) AnnotatorS that, alongside semantic informa-
tion, stores annotation provenance.

2 Manuscript enrichment workflows

To enrich the content of manuscripts, different workflow methods have been de-
veloped for transforming digital images or texts to a database. Most, however,
generate flat or semi-structured text files, rather than Linked Data. Here we dis-
cuss a set of workflows that enrich digitised manuscripts. The meaning of terms
may vary between studies, so we distinguish (1) verbatim transcriptions: trans-
lations from texts in digital images to character encodings, (2) labels: mappings
from a ROI in an image to computer text, usually a word-zone to a textual label
as input to a learning system, and (3) annotations: notes or comments added to
an image or text; they point to a specific region in a document and provide meta-
data about the verbatim transcription such as its semantic type or, for instance,
the annotation process. Figure 1 graphically presents a variety of workflows for
the enrichment of documents. The workflows vary in (i) the richness with which
they describe the content, (ii) the percentage of text that is actually transcribed
and (iii) the format in which the output is presented. In the coming sections we
describe some initiatives that follow these different workflow methods.

Workflow 1. Word-zone labelling. The HistDoc project is an example of a
Handwritten Text Recognition (HTR) system that uses experts to harvest labels
as input to a learning system [2]. With their system they have, amongst others,
enriched a set of letters of Joaquim Nabuco, one of the key figures in the cam-
paign for freeing black slaves in Brazil (1861-1910).

® https://www.w3.org/Consortium/mission
5 https://github.com/lisestork/SFB-Annotator/



Another example is Transkribus, a platform for the enrichment of historical
documents. A user can label sentences which are then used for training using
HTR [14]. This project implements a form of semantic enrichment: labellers can
flag certain named entities, such as, locations or persons with a predefined or
user created tag set. These tags are, however, not defined in a sharable format.

Texts need not necessarily be fully transcribed. The aim of the MONK hand-
writing recognition system [20] is not full-transcription per se, but rather search-
ability of the content. The system is adaptive and therefore the labelling, either
by a human or an machine, is more targeted: once certain words are labelled,
the machine starts searching for these words in other parts of the manuscript
collection. The system has already processed many documents, such as the Dead
Sea Scrolls; Hebrew manuscripts encountered in the Qumran Caves near the
Dead Sea.
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Fig. 1. Manuscript enrichment workflows

Workflow 2. Semantic annotation of digital images. Accurator’ is an ex-
ample of a web application that uses an expert crowd to annotate digital images,
in specific digitised items from cultural heritage collections, such as paintings.
Web users can help museums describe their collection items by providing expert
knowledge. Users are prompted to annotate cultural heritage items with care-
fully selected controlled vocabularies. Annotations are stored in RDF format and
linked to the digital images using the Web Annotation Data Model [6].

The sharedCanvas collaborative model also uses building blocks of Linked
Data: Open Archive Initiative Object Exchange and Reuse (OAI-ORE) aggre-
gations and Open Annotation Collaboration (OAC) annotations [11], to enrich
image and text layouts within medieval manuscripts. The initiative uses these
to enrich five different cultural heritage data sets [19].

Finally, the SFB-AnnotatorS [23], semantically annotates the content of digi-
tised manuscripts from natural history collections using an application ontology
and the Web Annotation Data Model.

" http://www.accurator.nl/



Workflow 3. Full-text transcription. Museums, archives and libraries around
the world are beginning to notice the potential of crowdsourcing [18]. Hence, ex-
amples of initiatives that fully transcribe manuscripts manually are plentiful. The
Field Book Project, a project set up by the Smithsonian Institution Archives in
collaboration with the National Museum of Natural History. The project uses the
crowd to harvest full-text transcriptions from field books [1]. Another example is
the Transcribe Betham initiative that will digitise and, also via crowdsourcing,
transcribe 12,500 folios from jurist Jeremy Bentham (1748-1832), stored in the
University College London digital archive, through a media-wiki interface [16].

Workflow 4. Semantic annotation of text. Kiryakov et al. [15] discuss the
principle of semantic annotation of texts. Their infrastructure is based on the
annotation of text files that exist in databases on the web. Its technology can
be used as part of a workflow such as is visible in figure 1, workflow (4). The
authors very clearly define semantic annotations as assigning semantic descrip-
tions to entities in a text. Documents are then indexed and thus retrieved with
respect to their semantic type instead of their keywords.

Annotea® is a shared web annotation system which is, just as the aforemen-
tioned technology, based on the semantic annotation of text files that originated
on the web. In the Annotea architecture, annotations exist externally from the
documents on annotation servers. The system uses XPointer? to let an annota-
tion point to a piece of text. Other users are able to add their annotations to
the annotation servers. Annotea makes use of RDF and HTTP with the aim to
use as much existing W3C specifications as possible [13].

The project From Documents To Datasets [24] is an example of the full
workflow (4) from figure 1. They first fully transcribe field book manuscripts
after which they semantically enrich the transcribed text. Instead of an applica-
tion ontology, they use a template.

Full-text transcription provides a solution for institutes to disclose their digi-
tal manuscript collections, but it is a time-intensive procedure that outputs flat
or semi-structured text files rather than structured data. This means that one
processing step is still required to transform the transcripts into enriched data.
We opt for a more targeted approach where interesting regions of content are
directly labelled and semantically enriched through a nichesourcing initiative.
Experts in this case decide which regions are interesting to answer their research
questions. Although some extra work is required to semantically annotate texts
with Linked Data, the omission of the full-transcription step saves time as a
smaller amount of text needs to be transcribed; preferably only named enti-
ties are transcribed and semantically annotated. This does not mean that other
ROIs cannot be labelled and annotated, but this is (in most cases) not required
to construct rich semantic queries or aggregate informative content across cul-
tural heritage collections. Moreover, knowledge bases can be pre-populated with

8 https://www.w3.org/2001/Annotea,/
9 https://www.w3.org/TR/2003/REC-xptr-framework-20030325/



background knowledge, such as relevant locations from the Geonames database
or relevant persons from the VIAF authority IRIs, helping annotators to use the
correct named entities for annotation. Using Linked Data for annotation helps
remove ambiguity as IRIs contain rich descriptions. The name ‘Heinrich Kuhl’,
for instance, is ambiguous as multiple individuals carry that name. If we instead
label with the IRI https://viaf.org/viaf/45106482/, we can agree that the
content concerns Kuhl, Heinrich (1797-1821), a german zoologist.

3 Provenance

Provenance refers to the origins of data: how were they produced, by whom, in
what way and why. Initiatives are set up globally that describe provenance frame-
works, vocabularies and requirements for publishing data on the web. Groth et
al. [9] describe provenance dimensions for storing provenance of web content and
how this provenance can be used in practice. The dimensions were constructed
from user requirements within different domains. The Web Annotation Data
Model'® adheres to many of the requirements and is a W3C recommendation. It
models provenance of multimedia annotations on the web and its vocabulary is
written in RDF. It is therefore suitable for the description of annotations that
link to digitised manuscript images [10, 11]. From the provenance dimensions as
described by Groth et al., we discuss those required for annotating cultural her-
itage manuscripts in section 3.1, and describe how these can be used in practice
in section 3.2.

3.1 Content

The emphasis of this study is on provenance relating to the annotation object,
and on how its provenance can be used for quality control and the stimulation
of academic discussions about the content. We therefore add one dimension here
for the description of the content: the ROI coordinates and the source image to
which an annotation is added, based on the Web Annotation Data Model.

Object The object in this case is the annotation, while in this case conceptual,
it serves as glue to connect all annotation related provenance.

Target Target provenance links the annotated digital image, or ROI within a
digital image, to the annotation. Extracted information can hereby be traced
back to its primary source and location.

Attribution Attribution provenance refers to sources or entities that contribut-
ed to the creation of the annotation, such as the annotation tool and creator
of the annotation. In crowd- or nichesourcing efforts, the creator usually is
a human. In cases where annotation is performed by automated recognisers,
the creator can also be a software system.

Process Provenance relating to the annotation process is retained. Its motiva-
tion, the timestamp of its creation and the tool with which it was created
and its corresponding version.

10 https://www.w3.org/TR/annotation-model/



Justification Recording how and why a particular decision is made is impor-
tant for, for instance, a correct interpretation of the transcription or semantic
type of the annotation.

3.2 Use

Combined with some of the provenance dimensions listed by Groth et al., we
discuss one extra dimension: how provenance of annotations permits a user to
use annotation provenance for research or data quality control.

Data quality Where a domain ontology and semantic model is used for anno-
tation, researchers know what constitutes a full annotation record and can
therefore assess the completeness of the annotated data using ROI prove-
nance. When a base element of a record is annotated, e.g. the unique identi-
fier, all instances of ontology classes in a complete record can be instantiated
and linked together. One scenario where this could occur is the annotation
of medieval manuscripts describing legal acts: an application ontology would
formally define the basic logical components in the legal acts and their links,
described by van Eck and Schomaker [8]. Instances and links of the appli-
cation ontology can be instantiated with the annotation of the word Item,
indicating the start of a new act. During a semantic annotation effort, an-
notations are linked to the instantiated entities. Non-annotated entities are
elucidated as they have not been linked, via annotations, to the digital image.
Section 4 demonstrates this principle.

Trust judgements Using attribution of annotations, judgements can be made
regarding the quality of annotations. Annotation profiles can be maintained,
using for instance authority files such as the Virtual International Authority
File (VIAF!!) or ORCID identifiers.'? Records can be maintained specifying
the amount of annotations created per annotator, the percentage of these
being validated and the domains in which they operate.

Scholarly discussions Historical manuscripts need to be interpreted. In many
cases, there are multiple possible interpretations. A provenance model that
allows assertions about the content to exist in parallel will therefore stimulate
scholarly discussions. For example, in cases where the original text is am-
biguous, illegible, or contains difficult historical contexts, different semantic
interpretations may exist in parallel.

4 Case study: from field books to Linked Data

Below we describe a case study taken from the Making Sense project.!> Within
that project, methods are being developed for automated semantic annotation
of natural history collections [25], in order to accelerate the process of making

" https://viaf.org
'2 https://orcid.org
13 makingsenseproject.org



such resources accessible to the natural and cultural history research community.
Our use case consists of 8000 field book pages gathered by the Committee for
Natural History of the Netherlands Indies between 1820 and 1850. A field book
contains records that report species observations: their anatomy, characteristics,
habitat and behaviour. An ontology'* and web application® have been realised
to enable fine-grained annotation of ROIs in field book manuscripts. Using the
Web Annotation Data Model, a ROI is linked, via an annotation object, to a
specified semantic type from the ontology. Provenance regarding the attribution,
process and justification is attached to the annotation object. A sample set of
annotations from one field book is available online via a SPARQL endpoint.'®

4.1 Workflow

The project adopts workflow 2 from figure 1, the semantic annotation of ROIs
in digital images. We argue that this workflow is especially well suited for
manuscripts where the content is structured and contains recurring elements.
Species observation records from field books are highly structured; they each
contain a set of logical components: a taxonomical name, a geographical loca-
tion and a person, but also anatomical entities and species characteristics. We
call the set of logical components, or named entities, connected by properties,
a record. Semantically annotating such records is more straightforward than in
the case of free text. The named entities are recurring and usually salient, mean-
ing that they take up a prominent position on the page and are highlighted by
means of textual formatting: underlined, bold, italic, enumerated and other.
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Fig. 2. A workflow for semi-automated semantic annotation of salient entities in digi-
tised manuscripts

Full-text transcription is time-intensive and produces a lexicon of which a big
percentage will most likely not be used as keywords to search the archive. Using
workflow 2, a quick representation of the archive is built that allows rich semantic
queries. For an in-depth analysis of the documents, the users can quickly be
pointed to interesting pages, for instance all pages that contain a taxonomical

1 https://github.com/lisestork /NHC-Ontology
!5 (http://makingsense.liacs.nl/rdf4j-server /repositories/NC



name that has as a scientific author Etienne Geoffroy Saint-Hilaire.

Our final goal is to combine workflows 1 and 2, see figure 2. Expert curated
semantic annotations are now being used as input to a train supervised learning
system, in order to recognise the named entities automatically. In combination
with an HTR and Layout Analysis system such as MONK, semi-automated
semantic annotation can be realised.

4.2 Linked Data annotations

Semantic annotation using Linked Data is recommended for the correct interpre-
tation of the complex content of historical field book manuscripts. Buitenzorg,
referred to in the manuscripts, is a historical name which is, using Linked Data
from the Geonames database, easily georeferenced to its current name Bogor.
Furthermore, biological taxonomical names are ambiguous due to evolving tax-
onomical systems and need to be described using Linked Data and referenced
carefully to current taxa. Cases exist where name duplicates refer to different
organisms - for instance, where one refers to a mammal and the other to a plant.
Discussion concerning their interpretation in this case is highly appreciated. The
scientific publisher of a taxonomical name is often decisive for its interpretation.
In our use case, the word ‘nobis’ is used by naturalists, meaning ‘by us’. Se-
mantically, this name can be annotated as a person name whereas linguistically,
it is an indirect object. This type of information is not captured using full-text
transcription.

4.3 Data quality

In the methodology that we adopt, all ‘base’ elements of a record are instantiated
after the annotation of the ‘start’ of the record, as discussed in section 3.1. In
this case, the taxonomical name indicates the start of a record and the organism
receives a unique identifier. When an element from a record is not annotated,
no link exists between the instance and the ROI in the manuscript. Visualisa-
tions show these missing links and can help discover missing information. The
graph in figure 3 shows a visualisation of an annotated record. However, only
two elements are annotated: the taxonomical name ‘Pteropus minimus’ and the
scientific author ‘Etienne Geoffroy Saint-Hilaire’. This is far below the minimum
information we would expect for a species observation. A date and a location,
for example, are also expected. Some instances from the ontology, such as the
nc:organisml, are not explicitly found in the manuscripts and serve as glue to
logically connect all instances. By querying for missing information, curators of
this collection can determine if a record is incomplete due to poor annotation,
or due to missing information in the original source. A query can be constructed
that retrieves all instantiated named entities, for example all locations, without
a link to a manuscript. The result will point a user to the records that miss an-
notations. One can go back to these observation records and verify the content.
Some annotations may have been omitted due to ambiguity. For example, if an
annotator cannot interpret the historical name for a location.
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Fig. 3. Part of an annotated observation record

5 Conclusions and future work

In this study, we have analysed a set of workflows used to enrich digitised
manuscripts. We have argued that, although full-text transcription is an ef-
fective procedure that is often used, it is a very time-consuming process that
does not scale well. Transcriptions are, furthermore, presented as unstructured
or semi-structured text which still require enrichment. Tools should be devel-
oped that facilitate semantic annotation of digitised manuscripts. Storing prove-
nance of these annotations is key to publishing the data online as FAIR data,
making them reusable by other cultural heritage institutions. Many provenance
recommendations have been proposed for web-annotated content. In this study,
we have described the information that is required for publishing Linked Data
annotations of historical manuscript content, and opt for the use of one W3C
recommendation, the Web Annotation Data Model. This model is being adopted
to annotate digital images on the web, contributing to the web of Linked Data.
We have furthermore described a specific workflow in the context of our use case.
We demonstrated how storage of annotation provenance can help give insight
into the quality of the data.

As we move forward to combine workflows 1 and 2 in the Making Sense
project, we anticipate a need to extend and enrich our provenance model. We
will incorporate HTR or other automated processes and will therefore need to
capture the provenance of those automated processes, such as, changing data,
process parameters, algorithm versions and data transformations. In future work
we will present an in-depth analysis of how annotation provenance on the web can

10



stimulate scholarly discussions concerning the correct interpretation of named
entities in historical handwritten texts by allowing annotations to exist in par-
allel.

To conclude, we demonstrate that by directly semantically annotating named

entities from the content of digitised historical manuscripts, and publishing them
online as Linked Open Data, the quality of the annotations can be assessed, and
the contents can be disclosed as a rich, structured resource that can be searched
and combined with other cultural heritage collections.
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