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ABSTRACT

In word spotting, one of the main difficulties is the
falsealarms,especiallyfor small words. A modelis
presentedor predictingthefalsealarmrateon theba-
sis of the phonemiccontentof a word. This model
is testedfor a word spotterthat hasbeenusedin the
TREC Spolen DocumentRetrieval (SDR) track. Fi-
nally, resultsarepresentedor theretrieval task.

1. INTRODUCTION

Keyword spottingis a form of continuousspeectre-
cognitionthatallows themonitoringof connectedlis-
course(e.g, radiobroadcastsr communicatiorchan-
nels)for the occurrenceof specificwords. The tech-
niguecanalsobeappliedfor searchinqaudioarchives
for specificwords or phrases. Specificallyfor Spo-
kenDocumentRetrieval (SDR), keyword spottingcan
be usedasan efficient basictechnology althoughin-
dexing thewordsfrom alargevocahlulary word recog-
nition systemhasled to betterresultsin TREC SDR
tasks[1 2].

The adwvantageof using word spottingin spolen
documentretrieval is that at retrieval time any word
or shortphrasecanbe usedassearchkeys, if a pho-
netic transcriptionof the keywords can be found or
generated.Retrieval systemsbasedon classiclarge
vocahularyrecognitionsystemshavethedisadwantage
thatthequerywordscanbe Out Of Vocalulary (OOV)
with respectto the recognizers vocalulary which is
definedat recognition/ind&ing time. This may not
seeman importantfeaturein the currentTREC SDR
tasks[], but it can be importantfor other ‘delayed
spotting’ tasks, suchas the searchfor propernames
in acousticdatabases.One of the main problemsin
utilizing word spottingfor SDRis the high falsealarm
ratefound, specificallyfor smallkeywords[3]. In this
papemwe describeexperimentghatallow predictionof
the effectivenesof keywords,basecdn their phonetic
contents.Thismeanghatwe areinvestigatinghe per
formanceof a word spottingsystemas a function of
the keywords. Usually, keyword spottingsystemsare
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evaluatedfor the setof keywordsasa whole, but we
will shav that thereis a strong performancedepen-
denceonthekeyword.

2. AMODEL FOR WORD SPOTTING

Despitethefair amountof researchin theareaof word
spotting,asolid theoryfor the operationof word spot-
ting systemsseemdacking. This may be dueto the
fact that there are mary different technologicalap-
proachego the problemof word spotting. We will
presenhereasimplemodelfor theoccurrencef false
alarmsata givenrecognitionrate.

The problemof word spottingcanbe statedsuch
that words w;, i = 1,...,nk, mustbe found and
identifiedin a continuousspeechaudiochannel. The
fractionof wordscorrectlyfoundis calledthehit rate,
or accuray a, andis usually presentedasa percent-
age. The wordsthat are reportedas hits, but do not
correspondo theactualspolenwords,arecalledfalse
alarms. The expectednumberof falsealarmsfound
increasedinearly in the time that the audio channel
is monitored,andthereforethe correctmeasures the
falsealarmrate, r;. Whenmorekeywordsaremoni-
tored,morefalsealarmsareexpected andthereforery
is usuallyexpressedn termsof falsealarmsperkey-
word perunittime.

Many word spottingsystemsave anacoustiacon-
fidencemeasurethat can be given for all the words
spotted.After theword spottingrun, a thresholdevel
d canbechosenaborve which candidatevordsarese-
lectedasspottedwords. This thresholdwill determine
r¢(d) anda(d). Thefull specificatiorof theword spot-
ting systemis then given by the Recever Operating
CharacteristicROC, which is a parametricplot of 7y
versusa with thresholdd as parameter In orderto
specify a concisecharacteristiof the ROC, the Fig-
ure Of Merit (FOM) hasbeenintroduced,asa mean
of a(d) for standardvaluesof r¢(d) [4]. The trade-
off betweenhits andfalsealarms,as summarizedn
the ROC, meanghatthe performanceof eitherof the
two quantitiesmustbe specifiedwith the valueof the



other In this paperthe hit rateis considerectonstant,
i.e., the word spottingparametersretunedin a way
thatagivena is reached.

2.1. Basic framework

We will heretry to modelr; for constania, asafunc-

tion of the keyword thatis spotted. A strongly sim-

plified modelof speeclis madehere. The continuous
discourseof the speeckthanneto bemonitoredis de-

scribedasarandomsequencef phoneg,
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Here,t is atimeindex. Thespeedatwhichthephones
occuris on averager phonespersecond.The phones
p arenot uniformly distributed,e.g.,the ‘schwa’ /ax/
hasa higherprobabilitythanthe/j/. Let usdenotethe
probability that phonei occursat ary giventime u;,
theunigramphoneprobability.

The word spotteris modeledas using acoustic
modelsfor phonesg =1, ..., npy,, thesamebaseunits
of speechthatwe usedin orderto describehe contin-
uousdiscourse. Becausehe modelsare not perfect,
phonesanberecognizedncorrectly Thephonecon-
fusionmatrix AZ;; describeshe probabilitythatphone
i is recognizedasphonej. Thisincludesthe‘special
indices: = 0 for a phoneinsertionandj = 0 for a
phonedeletion. If a phonej is foundin recognition,
the probability e; that a differentphonehasbeenut-

teredis
ej =Y uMy. 1)
i#]
This immediatelygives us an expressionfor the ex-

pectedfalsealarmrates; for amonophonevord con-
sistingof the solephonej:

’rf = rej.

We can generalizethis result for words consist-
ing of morephonespy assumingndependencef the
probabilities.If awordw is modeledby theword spot-
ter as a sequenceof phonesfy, fo,..., fi, thenthis
simplemodelpredictsthefalsealarmrate

l
fr(w) =7 [] ey, )
j=1

This expectedfalsealarmrate doesnot includefalse
alarms,thatarea correctrecognitionof sub-words of
otherwordsor phrasesThes€linguistic ambiguities’
areneglectedasa minor fraction of thefalsealarms.

2.2. Linear approximation

The parameters(e;} of eq. 1 are dependenbn the
word spotterused, but of coursealso on the acous-
tic domainfor which the spotteris tested,the speak-
ers,etc. They can,in principle, be obtainedfrom the

phoneconfusionmatrix M;;, but it is not trivial to
measurehis matrix. Becauseword spottingintrinsi-
cally involvescontinuousspeechphonedeletionsand
insertionsposethe problemof alignmentof reference
and hypothesisphonestrings. Considerphonestring
1234’ whichis alignedto thehhypothesistring‘154’:
which of two successie referencephones?23’ is as-
signedthe deletion,andwhich the confusionwith the
foundphone'5™?

AnotherapproacHor estimating{e; } canbemade
by measuring for mary words{w; }, andfitting the
over-specifiedsetof equationssimilar to eq. 2 for all
w;. This canbeaccomplishedby takingthelogarithm
of eq.2, for all wordsw;

l;
log s (w;) :c-l-Zlogefj + E;. ?3)

Jj=1

Heretheerrorterm E; is introducedasaparameteto
be minimizedin thefitting procedureandc = logr.
Eq. 3 canbe solvedin leastsquaresensej.e., mini-
mizing >_, E?. This maybe appreciatedy rewriting
the setof equationsntroducingthe phonecountV; as
thenumberof timesphone;j occursin word w;:

Nph
logrs(w;) =c+»_ NiL;+ B, (4)

j=1

wherewe have written L; = loge;. Eq.4 is a matrix

equationthatis readily solved in leastsquaressense
for {¢, L;}, aprocesknown asmultiple linearregres-
sion.

2.3. Thenumber of phonesin aword

If we make anevenstrongersimplificationby assum-
ing L; independentf thephonej, eq.4 canbefurther
reducedo

log rg(w;) = c+ LNf;h + E; (5)

whereN}, = 3= N} is thenumberof phonesn word
w;. Themary assumptionsnadeabove suggest lin-

eardependencen Ngh, but higherordertermsareex-

pectedto give a non-lineardependence The impor-

tanceof eq. 5 is that the total numberof phonesin

aword N;;h is the lowestorder predictorof the false
alarmrate.

3. DATABASE AND WORD SPOTTER

A numberof experimentshave beenperformedon the
TREC SDR-7testdata[5]. The acousticdata, both
for training and testing, consistedof American En-
glish speech recordedfrom North-AmericanBroad-
castNewsshows[6]. Fortheexperimentsywe usedthe
Abbotspeechrecognitionsystenmfor acousticatlassi-
fication[7, 8]. Theacousticamodelswerekindly pro-
vided by Dr. Tony Robinson.For acousticalraining,



100 hoursof speechwasavailable, of which approx-
imately 70 hourswere used(leaving out commercials
anddatahaving low acousticatonfidencefterViterbi
alignment). A finite stategrammardecoder(f sgd)
wasusedto build theword spotter The grammarcon-
sistedof np, phoneswith unigramweights, parallel
to niw keywordswith uniform weighting. A global
parametera. controlled the relative total weights of
phonesand keywords, therebydefiningthe operating
pointin theROC.

The SDR-7testdatabaseonsistedf anotherl00
hoursof similar data. For the falsealarm prediction
experiment,only partof this datahasbeenused.One
CDrom (approximately2.5 hours) was usedfor es-
timating the parametergc, L;}, anotherCDrom for
evaluatingthe prediction. The TREC SDR task has
beenre-run on the complete100 hoursof testdata,
effectively only re-scoringretrieval resultsthat have
beenobtainedn the TNO SDR-7track[9].

3.1. Word spotter evaluation

In orderto evaluatetheword spotterthespottedvords
hadto be time-alignedto the referenceranscription.
Thiswasmadepossibleby forcedalignmentof theref-
erencdranscription.Wordsnot occurringin the avail-
abledictionary a20000word subsebf the CMU dic-
tionary [10], were dealtwith by defininga ‘reversed
word spotter’grammar This is agrammairwith refer
encewordsin order, andwith recurrentparallelphone
statesat the positionsof OOV words. This way, ap-
proximately70% of the transcriptionscould be time-
aligned. The other30% gave searcherrors,andwere
notusedin theexperiment.

Keywordswereevaluatedas‘correct’ if theirtime
of occurrenceagreedwith the time alignedreference
transcriptionwithin a smallmamin. In all othercases,
theword wasconsidered ‘falsealarm’ Thisis quite
a strict definition, e.g, considerthe keyword ‘presi-
dent’ in ‘the presidents wife.! By the automatically
appliedrulesthisis afalsealarm,but for mostapplica-
tionsthis shouldbe consideredh hit. Detailedanalysis
of approximatelyone hour of testdata,for keywords
containinglOphonesr more,indicateghathalf of the
falsealarmswould be consideredelevantin a subjec-
tive evaluation.

4. EXPERIMENT

Several experimentshave beencarried out with the
SDR-7acousticdataandthe word spotter The influ-
encesof nyy, a, stopword lists, and unigramword
probabilitieshave beenstudied. For this paper only
the experimentsusinga single keyword per wordspot
run are reportedon. For all the words occurringin
the referencetranscriptionsa frequeng sortedword
list wasmade.For eachof thewordsw, all pronunci-
ationsaccordingto the CMU dictionary were found.

Eachof thesepronunciationsw — fifa--- fi was

usedin a one-keyword wordspotrun in the acoustic
database.Becauseof the mary individual pronunci-
ations(17661), this involves a considerableprocess-
ing time. Only oneCDrom (typically 2.5 hourof time

aligneddata)wasusedfor testexperimentsTheword

spotteris fast! approximatelyl /220 realtime.

The falsealarmrater is reportedin falsealarms
per hour, sincethe numberof keywordsis alwaysone
in theseexperiments. The parameteix is arbitrarily
chosenas0.5, distributing the a priori weightof key-
word andfiller phonemodelsevenly. By fixing «, the
accurag is moreor lessindependenof the keyword.

4.1. Dependence on the number of phones

Onewould expectthatthe falsealarmratewould de-
pend strongly on the length of the keyword [3], or
better the numberof phonesin the keyword. In or-
derto testeq.5, we averagedry for N/j = 1,2,....
In figure 1 the dependencés shonvn. The logarith-
mic scaleis suggestedy eq. 5, but the dependence
is not quite linear One of the reasongamight be that
speechs not a sequencef randomphonesasis as-
sumedin the model,but hasmary linguistic correla-
tions. Interestinglyenoughthestandardieviation fol-
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Figure 1: The dependencef the falsealarmrate on

the numberof phones.The meanandstandardievia-

tion of all wordsw; having thesamenumberof phones
N, is shawn.

lows the meanquite closely This suggestghat the
distribution of r; for fixed N/, is exponential,i.e., of
the form f(z) = Ae~**. [11] A variancestabilizing
transformatiorfor r; is 7y — log(ry + ro). It hasbeen
verifiedthatsucha transformatiormakesthevariance
moreor lessconstanindeed.

1Usingan Alpha processowith GCC compiledcodeunderthe
Linux operatingsystem,we realize the temporaryvalidity of the
statement.



4.2. Multiplelinear regression

The samedatadescribedn the previous sectioncan
be usedto solve eqs.4. We useda subsebf the ICSI

phoneset, resultingin npn, = 51 usedphones.In or-

derto dealwith measuredvaluesry = 0, we added
the constanty, = 0.1 FA/hour beforetaking theloga-

rithm. This might be interpretedas ‘unseenfalseal-

arms’ becauseonly a finite time is measured. The

meanlog-weight {L;} is —0.833, with standardde-

viation 0.50. This meancorrespondsoughly to the
slopefoundin fig. 1. Using the fitted weights{L;},

we testedthe predictionsto anotherpartof the speech
databasethe 2nd CDrom). In fig. 2, the resultsof

thepredictedversushe measuredalsealarmratesare
shavn. The linear relationshipis clearly visible, but

thevariancestill is quite high.

predicted log FAR
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2 4
measured log FAR

Figure2: Predictedalsealarmratelog(7; +ro) versus
measuredog(rs + ro). The‘columns’atlow ry result
from discretenumberof falsealarms(0, 1, 2, ...) in
themeasurement.

4.3. Database Retrieval

The falsealarmpredictionparameterd L;, c} canbe
usedin a spolen databaseetrieval query asa confi-
dencemeasurefor all of the keywordsin the query
TNO competedin the TREC SDR-7 task underthe
name‘TwentyOne’,for the first time in this track. A
simple word spotting systemwas usedthen. One of
themainproblemsat thetime wasthe high numberof
falsealarms specificallyfor shortwords.[3] Thefalse
alarmshave the effect of decreasinghe precisionof
the retrieved documents. We re-scoredour retrieval
resultsbasedbnthe predictedfalsealarmrater;. This
was carriedout by weighingthe retrieved documents
with f(7¢), usingseveral weighingfunctions f. Un-
fortunately it was not possibleto increasethe av-
erageprecisionof the retrieval results significantly
For someof the topics a muchbetterretrieval result
wasobtained but for othertopicsthe retrieval disim-
proved,yielding a negligible neteffect.

5. DISCUSSION

For a specificimplementatiorof a word spotter(Ab-

bot) we have seenthatthefalsealarmratecanbe pre-
dicted, basedon the phonemiccontentsof the key-

word. We believe that similar resultswould be ob-
tainedfor otherword spottingarchitecturese.g, Hid-

den Markov Model (HMM) basedrecognition sys-
tems. HMM basedsystemsausually have an acoustic
confidencaneasuref the spottedword, but asa gen-
eralrule, theconfidencewill scalewith the numberof

phonesn aword.

Although the meanof predictedvaluesbehaes
regularly, asmaybeappreciatedrom figures1 and2,
the variability of the predictionis still very high. This
meanghatthe accurag of the predictionis quite low
for the individual key word. Only when large tests
(i.e, mary keywords) are performed,the prediction
becomesnoremeaningful. Reasonséor this high vari-
ability canbe:

speech The inherentvariability of speech. Someof
the words might be more clearly pronounced
thanothers for instancebecausef their higher
risk of confusability

dictionary Thedictionary providingthelink between
the spolen word and the spottedword, might
varyin applicabilityfor thewordsin thetestset.

linguistics The model doesnot containinformation
aboutthe orderof phonesin speechwhich are
given by words and grammar Simple statisti-
caltechniquessuchasthe applicationof phone
bigramprobabilities,may lower the variability.

The values{L;} fitted using multiple regression
could be interpretedas estimationsfor phoneerror
probabilities{e; }. Despitethe high dimensionalityof
thefit (52 parametersiihevaluesfor {e;} arereason-
ably ranged.Theloweste; valuesare0.12,0.17,0.18
for /lem/, law/, /er/, and the highestvaluesare 0.98,
0.99, 1.13for /dh/, /b/, Ip/, respectiely. Only one
value is impossibly high, so this is not a bad result
giventhe high numberof fitting parameters.

Unfortunately we were not able to usethe pre-
dictedfalsealarmratesto increasehe retrieval preci-
sionof the TREC SDR-7task. A reasorfor this might
bealargevariancen the predictedry, in combination
with a low numberof wordsin eachof the queries.
On average,7 querywordsper querywereusedfor a
word spotrun. The predictedr; canonly re-orderthe
weightsof this relatively low numberof querywords.
Giventhe large variancesthe probability for improv-
ing theretrieveddocumenbrderis low.

5.1. Further research

It would be interestingto improve the model by in-
cludinglinguisticknowledgeaboutthephonessuchas



statisticalbigrammodels,in orderto reducethe vari-
ability in the predictionof thefalsealarmrate.

Anothersubjectof furtherresearchs the correla-
tion of the measured L;} with the phoneconfusion
matrix M;;. This needsan algorithmfor solving the
phonealignmentproblem. We have alreadyexperi-
mentedwith suchan algorithm,andwe expectto re-
portontheresultsshortly.

For documentetrieval purposesgueryexpansion
might improve the statisticson which the re-ordering
of retrieveddocumentss based.
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