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#### Abstract

- Abstract

Higher-dimensional automata (HDA) are a formalism to model the behaviour of concurrent systems. They are similar to ordinary automata but allow transitions in higher dimensions, effectively enabling multiple actions to happen simultaneously. For ordinary automata, there is a correspondence between regular languages and finite automata. However, regular languages are inherently sequential and one may ask how such a correspondence carries over to HDA, in which several actions can happen at the same time. It has been shown by Fahrenberg et al. that finite HDA correspond with interfaced interval pomset languages generated by sequential and parallel composition and non-empty iteration. In this paper, we seek to extend the correspondence to process replication, also known as parallel Kleene closure. This correspondence cannot be with finite HDA and we instead focus here on locally compact and finitely branching HDA. In the course of this, we extend the notion of interval ipomset languages to arbitrary HDA, show that the category of HDA is locally finitely presentable with compact objects being finite HDA, and we prove language preservation results of colimits. We then define parallel composition as a tensor product of HDA and show that the repeated parallel composition can be expressed as locally compact and as finitely branching HDA, but also that the latter requires infinitely many initial states.
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## 1 Introduction

Automata theory has as a core goal that problems, like deciding language membership, should be solved by finitary means. With this goal in mind, research on automata typically strives for a correspondence between certain kinds of finitary automata, languages, syntactic expressions, and algebras. The classical example of this correspondence is between finite (non)deterministic automata, regular languages, free Kleene algebras (aka. regular expressions), and finite syntactic monoids. In the area of concurrency, such correspondences have been sought as well $[7,9,15,26,28]$. Several automata models have emerged from this as did the notion of concurrent Kleene algebras [17, 18], which extend Kleene algebras with parallel computation and process replication (also called parallel closure). Concurrent Kleene algebras correspond then indeed to several automata models [26, 28].

Parallel to automata models for concurrent Kleene algebras, several operational models of true concurrency have been developed, such as Petri nets and higher-dimensional automata. These are models that can faithfully represent parallel computation without having to resort to sequentialisation. We will be focusing on higher-dimensional automata (HDA) here
because of their very fruitful links to algebraic topology that promise to help with issues in concurrency $[12,13,14,21,22,32,33,34,36]$. Initially, we were hoping to complete the project started by Fahrenberg et al. [11, 10] to obtain a correspondence between concurrent Kleene algebras and HDAs. In that work, the authors restricted themselves to finite HDA, as one may expect for rational languages, and showed that it is not possible to realise process replication as finite HDA. We then expected that we could move to the next best thing: locally finite HDA. This, however, turns out to be an impossible task and we will demonstrate that any HDA is locally finite or, more technically put, that the category of HDA is locally finitely presentable (lfp). In principle, being lfp is quite desirable for a category to reduce constructions to finite subobjects, something that we will use as well. However, in the case of computation machines, one would hope to find that locally finite machines form a class in between finite and arbitrary machines $[4,30,31]$. That this is not so tells us that there is something to be desired about the definition of HDA.

But what are HDA in the first place? The idea is that they generalise labelled transition systems to allow for $n$ actions to be active simultaneously by modelling transitions as $n$-cells in higher-dimensional cubes. For instance, Figure 1 shows a graphical representation of a HDA over an alphabet with actions $\{a, b, c, d\}$. The dots indicate 0 -cells, in which no action


Figure 1 The event $a$ may happen in parallel with $b$ and $d$ (filled squares), while the event $c$ is in conflict with $b$ and $d$ (empty squares); two parallel executions of $a$ and $b$, and $a$ and $d$ are indicated by the dashed homotopic paths; the cells with double arrows are accepting cells
is active, solid arrows are 1-cells that are transitions with one active action, and the blue shaded areas are 2 -cells with two active actions. Starting from the bottom left, first $a$ and $b$ may be active in parallel and any execution path through the shaded area is allowed. In the square above that, the action $c$ and $b$ have to be executed sequentially because the square is not filled. The HDA in Figure 1 accepts a run if one of the 0 -cells with a double arrow is reached. For instance, the (sequential) path $a \rightarrow b \rightarrow c$ is accepted. More generally, HDA accept pomset languages [11]. In the case of Figure 1, the accepted language is given by the following set consisting of ten pomsets.

$$
\begin{aligned}
& \{(a \rightarrow b \rightarrow c),(a \rightarrow c \rightarrow b),(b \rightarrow a \rightarrow c), \\
& (a \rightarrow b \rightarrow d \rightarrow c),(b \rightarrow a \rightarrow d \rightarrow c),(b \rightarrow d \rightarrow a \rightarrow c),
\end{aligned}
$$

The first six are purely sequential runs, while the last four use the concurrent capabilities of the HDA to run $a, b, c$ and $d$ in parallel. Pomset languages can be composed with the operations of concurrent Kleene algebras, and one may then ask which of these operations carry over to HDA and may result in a correspondence between (locally) finite HDA and rational pomset languages constructed from these operations.

## Outline and Contributions

We show in Section 3.3 that the category of HDA is a locally finitely presentable (lfp) category and that finite HDA are exactly the compact objects. This result allows the reduction of arguments to finite HDA. In Section 4.2, we show that languages of coproducts and filtered colimits of HDA are given directly by the languages of the HDA in the corresponding diagrams. We also give in Section 3.2 a novel characterisation of the tensor product of HDA, and then use this and the lfp property to show that the tensor product yields the parallel composition of languages. In Section 5 we set out to model process replication using HDA and present two possible local finiteness conditions for HDA that are stable under process replication. The caveat is that both notions involve some infinite branching and we end with a result that shows that it is impossible to realise process replication without infinite branching. Before all of this, we begin the paper with a recap of the theory of pomset languages in Section 2 and of HDA in Section 3.1.

## Related Work

The work of Lodaya and Weil [28] offers another automaton model for concurrency, called branching automata, as well as an algebraic perspective. Interestingly, their correspondence is restricted to languages of bounded width. Our result in Section 5 could be extended to show that finitely branching HDA correspond to languages of bounded width, but we do not explore this further, as bounded width languages can be realised without process replication.

Ésik and Németh [7] prove a correspondence between rational languages of series-parallel biposets, which are essentially pomsets, and finite parenthesising automata. Such automata have two kinds of states and transition relations that can be thought of as 0 - and 1-cells, and transitions among them (respectively 1- and 2-cells) and transitions up and down one dimension and that are guarded by parentheses. Thus, they make HDA more flexible in that they allow dimension change but also restrict the dimensions.

Jipsen and Moshier [20] reiterate on branching automata [28] but improve them by adding a bracketing condition similarly to the parenthesising automata [7].

Kappé and coauthors [24, 25, 26] have shown that finite well-nested pomset automata correspond to concurrent Kleene algebras and, what they call, series-parallel rational expressions. Pomset automata have two transition functions, one for sequential and one for parallel computation. The latter can branch out to finitely many parallel states and synchronise after each has completed their work. This allows them to implement process replication because the number of parallel processes can grow arbitrarily during execution, while the dimension of a cell in a HDA fixes the number of parallel processes. We will discuss this in Section 6.

Finally, our work builds on the work by Fahrenberg et al. [10]. For the most part, we follow [10] in our definitions of HDA and languages, but also deviate in some choices, like the definition of the cube category and the tensor product of HDA. We have also followed them in giving up on event consistency [11], as the category of HDA would otherwise not be cocomplete [3].

## 2 Concurrent Words via Ipomsets

In this section we give a quick recap of the theory of interval ipomsets and their languages and the operations of sequential composition, parallel composition and the parallel Kleene closure following [8].

### 2.1 Ipomsets

- Definition 1. $A$ labelled iposet $P$ is a tuple $\left(|P|,<_{P},{\rightarrow-{ }_{P}}, S_{P}, T_{P}, \lambda_{P}\right)$ where
- $|P|$ is a finite set,
- $<_{P}$ is a strict partial order on $|P|$ called precedence order,
$-\rightarrow P_{P}$ is a strict partial order on $|P|$, called event order, that is linear on $<_{P}$-antichains,
- $\lambda_{P}:|P| \rightarrow \Sigma$ is a labelling map to an alphabet $\Sigma$,
- $S_{P} \subseteq|P|$ is a set of $<_{P}$-minimal elements called the source set, and
- $T_{P} \subseteq|P|$ is a set of $<_{P}$-maximal elements called the target set.

Note that the condition that $\rightarrow \rightarrow_{P}$ is linear on $<_{P}$-antichains implies that $\rightarrow \rightarrow_{P}$ and $<_{P}$ together form a total order.

- Definition 2. We say that a labelled iposet $P$ is subsumed by a labelled iposet $Q$, written $P \sqsubseteq Q$, if there exists a bijection $f:|P| \rightarrow|Q|$ with $f\left(S_{P}\right)=S_{Q}, f\left(T_{P}\right)=T_{Q}$ and such that for all $x, y \in|P|$ we have

1. $f(x)<_{Q} f(y) \Longrightarrow x<_{P} y$
2. $x \rightarrow \rightarrow_{P} y, x \nless_{P} y, y \not ぬ_{P} x \Longrightarrow f(x) \rightarrow \rightarrow_{Q} f(y)$
3. $\lambda_{P}(x)=\lambda_{Q} \circ f(x)$

The labelled iposets $P$ and $Q$ are isomorphic $f$ is an isomorphism for both orders. An ipomset is an isomorphism class of labelled iposets.
$P \sqsubseteq Q$ intuitively means that $P$ is more ordered by the precedence order $<$ than $Q$ which means that $P$ has less "concurrency". Note that isomorphisms between labelled iposets are unique and it is thus safe to consider any skeleton of the category of labelled iposets and subsumption.

- Definition 3. An ipomset $P$ is an interval ipomset if there exists a pair of functions $b, e:|P| \rightarrow \mathbb{R}$ into the real numbers, such that $b(x) \leq e(x)$ for all $x \in|P|$ and we have $x<_{P} y \Longleftrightarrow e(x)<b(y)$ for all $x, y \in|P|$. The pair of functions $(b, e)$ is called an interval representation of $P$. We define iiPom as the set of all interval ipomsets.

The simplest example of an ipomset that isn't interval is the ipomset $P$ with $|P|=$ $\{a, b, c, d\}$ with $a<b$ and $c<d$ but where $a$ and $b$ are incomparable with $c$ and $d$. This is the ipomset variant of the $(2+2)$-poset. Given a set of interval ipomsets $A \subseteq$ iiPom, the down-closure of $A$ is defined as usual by $A^{\downarrow}=\{P \in \operatorname{iiPom} \mid \exists Q \in A$. $P \sqsubseteq Q\}$.

- Definition 4. A language $L$ of interval ipomsets is a down-closed set of interval ipomsets, that is, if $L^{\downarrow} \subseteq L$ holds. We denote by Lang the thin category with languages as objects and subset inclusions as morphisms.


### 2.2 Composition of ipomsets and languages

- Definition 5. Let $P$ and $Q$ be ipomsets. We say that $P$ and $Q$ sequentially match if there is a (necessarily unique) isomorphism $f:\left(T_{P}, \rightarrow \rightarrow_{P}\right) \rightarrow\left(S_{Q}, \rightarrow \rightarrow_{Q}\right)$ with $\lambda_{Q} \circ f=\lambda_{P}$. If $P$ and $Q$ match sequentially, then we define the gluing composition by

$$
P * Q=\left(|P * Q|,<_{P * Q},{\rightarrow-\rightarrow_{P * Q}}, S_{P}, T_{Q}, \lambda_{P * Q}\right),
$$

where $\left(|P * Q|, \rightarrow \rightarrow_{P * Q}\right)$ given as the pushout of posets colim $\left(\left(|P|, \rightarrow \rightarrow_{P}\right) \hookleftarrow T_{P} \xrightarrow{f}\left(|Q|, \rightarrow \rightarrow_{Q}\right)\right)$ of $f$ along the inclusion. The precedence order $<_{P * Q}$ is the union of the images of $<_{P},<_{Q}$ and $\left(|P| \backslash T_{P}\right) \times\left(|Q| \backslash S_{Q}\right)$ in $|P * Q|$. Finally, the labelling function $\lambda_{P * Q}:|P * Q| \rightarrow \Sigma$ is defined as the copairing $\left[\lambda_{P}, \lambda_{Q}\right]$ on the pushout using that $f$ preserves labelling.

If $P$ and $Q$ are interval ipomsets, then their gluing composition $P * Q$ is an interval ipomset as well ([11, Lem. 41]). The important point is that the map $f$, which attaches the interfaces, is an order isomorphism and that the event order is linear.

If the interfaces $T_{P}$ and $S_{Q}$ are empty, then $P * Q$ is the coproduct of $\left(|P|, \rightarrow_{P}\right)$ and $\left.(|Q|, \cdots)_{Q}\right)$, and at the same time the join of $\left(|P|,<_{P}\right)$ and $\left(|Q|,<_{Q}\right)$ considered as categories. This amounts to the serial pomset composition [10], which is the generalisation of concatenation of words to pomsets.

- Definition 6. Let $L_{1}$ and $L_{2}$ be languages. Then their sequential composition is defined as

$$
L_{1} * L_{2}=\left\{P * Q \mid P \in L_{1}, Q \in L_{2}, \text { and } P \text { and } Q \text { match sequentially }\right\}^{\downarrow}
$$

- Definition 7. Let $P$ and $Q$ be ipomsets. We define their parallel composition by

$$
P \| Q=\left(|P|+|Q|,<_{P \| Q},{\rightarrow-\rightarrow_{P \| Q}}, S_{P \| Q}, T_{P \| Q}, \lambda_{P \| Q}\right)
$$

Let $i_{P}:|P| \rightarrow|P|+|Q|$ and $i_{Q}:|Q| \rightarrow|P|+|Q|$ be the canonical injection maps. Using these injection maps we define $<_{P \| Q}=i_{P}\left(<_{P}\right) \cup i_{Q}\left(<_{Q}\right), S_{P \| Q}=i_{P}\left(S_{P}\right) \cup i_{Q}\left(S_{Q}\right), T_{P \| Q}=$ $i_{P}\left(T_{P}\right) \cup i_{Q}\left(T_{Q}\right)$ and $\lambda_{P \| Q}=\left[\lambda_{P}, \lambda_{P}\right]$. Then $\rightarrow_{P \| Q}$ is defined as the ordered sum of the event orders, in other words, $i_{P}$ preserves the order $\rightarrow_{P}$ as $\rightarrow \rightarrow_{P \| Q}$ and $i_{Q}$ preserves $\rightarrow \rightarrow_{Q}$ as $\rightarrow_{P \| Q}$ and for all $x \in|P|, y \in|Q|$ we have $i_{P}(x) \rightarrow_{P \| Q} i_{Q}(y)$.

Differently said, the event order $\rightarrow_{P \| Q}$ on the parallel composition $P \| Q$ is defined as the join of $\left(|P|, \rightarrow \rightarrow_{P \| Q}\right)$ and $\left(|Q|, \rightarrow \rightarrow_{Q}\right)$ thought of as categories.

- Definition 8. Let $L_{1}$ and $L_{2}$ be languages. Then, their parallel composition is defined as

$$
L_{1} \| L_{2}=\left\{P \| Q \mid P \in L_{1}, Q \in L_{2}\right\}^{\downarrow}
$$

and the parallel Kleene closure of a language $L$ as

$$
L^{(*)}=\bigcup_{n \in \mathbb{N}} L^{\| n} \quad \text { where } \quad L^{\| 0}=\{\varepsilon\} \text { and } L^{\|(n+1)}=L \|\left(L^{\| n}\right)
$$

Down-closure is needed in Definitions 6 and 8 , since sequential or parallel compositions of down-closed languages may not result in a down-closed language.

We conclude this section by showing that the parallel composition of languages respects small colimits (the proof can be found in Appendix C).

- Lemma 9. For small diagrams $M: D \rightarrow \mathbf{L a n g}$ and $N: E \rightarrow \mathbf{L a n g}$ of languages we have

$$
\bigcup_{(d, e) \in D \times E} M_{d}\left\|N_{e}=\left(\bigcup_{d \in D} M_{d}\right)\right\|\left(\bigcup_{e \in E} N_{e}\right)
$$

## 3 Higher-Dimensional Automata

In this section we first recall the definition of HDA, then discuss the monoidal structure of HDA to model parallel computation and finally show in Section 3.3 that the category of HDA is locally finitely presented by finite HDA.

### 3.1 The Category of HDA

Higher-dimensional automata are modelled as labelled precubical sets, which in turn are presheaves over a category of basic hypercubes. Such cubes can be represented as ordered sets, where the size of the set corresponds to the dimension of the cube, and the morphism of the ordered sets determine how the faces of $n+1$-cells in a precubical set match with $n$-dimensional faces. We fix from now on an alphabet $\Sigma$ in which HDA are labelled.

- Definition 10. A labelled linearly ordered set or lo-set $(U,--\rightarrow, \lambda)$ is a finite set $U$ with a strict linear order $\rightarrow$ and a labelling map $\lambda: U \rightarrow \Sigma$. We write $\varepsilon$ for the unique empty lo-set. A lo-map is a map between lo-sets that preserves the order and the labelling. Lo-sets and -maps form a category $\ell \mathbf{~ S L O}$.

The category $\ell \mathbf{S L O}$ is monoidal with $U \star V$ being the join of $U$ and $V$ considered as thin categories and the monoidal unit being the empty set. Explicitly, the underlying set of $U \star V$ is the coproduct $U+V$, the order is given by $x \rightarrow \rightarrow_{\star} V$ iff $x \rightarrow \rightarrow_{U} y, x \rightarrow_{V} y$, or $x \in U$ and $y \in V$. The labelling $\lambda_{U \star V}$ is given by the copairing [ $\lambda_{U}, \lambda_{V}$ ]: $U+V \rightarrow \Sigma$.

Note that lo-maps are necessarily injective, which means that morphisms $f: U \rightarrow V$ in $\ell$ SLO are equivalently defined by their image $f(U)$ or their complement $V \backslash f(U)$. Moreover, $f$ is an isomorphism iff $f$ is surjective, i.e. if $V \backslash f(U)=\emptyset$. Since isomorphisms in $\ell \mathbf{S L O}$ are unique, we can safely identify it with a skeleton that has as objects pairs $(\mathbf{n}, w)$ where $n \in \mathbb{N}$, $\mathbf{n}$ is the finite ordinal $\{0<\cdots<n-1\}$ with $n$ elements and $w \in \Sigma^{n}$ is a word of length $n$.

- Definition 11. A coface map $d: U \rightarrow V$ between lo-sets $U$ and $V$ is a triple $(f, A, B)$, where $f: U \rightarrow V$ is a lo-map and $\{A, B\}$ is a partition of the complement image of $f$, that is, $V \backslash f(U)=A \cup B$ and $A \cap B=\emptyset$. We write $d(x)$ for the application of the underlying map $f$ to $x$ to simplify notation. For $A, B \subset U$ that are disjoint, we denote by $d_{A, B}: U \backslash(A \cup B) \rightarrow U$ the coface map $(i, A, B)$, where $i: U \backslash(A \cup B) \rightarrow U$ is the inclusion.

The monoidal structure on $\ell \mathbf{S L O}$ induces a monoidal structure on the category of lo-sets and coface maps.

- Lemma 12. The lo-sets and coface maps form a monoidal category $(\square, \oplus, I)$.

Since isomorphisms in $\ell \mathbf{S L O}$ are unique, they are in $\square$ as well and we can use the same skeleton as we did for $\ell \mathbf{S L O}$ only with the morphisms of $\square$. We denote this small skeleton by $\square$.

- Definition 13. A precubical set is a presheaf $X: \square^{\mathrm{op}} \rightarrow$ Set and a morphism of precubical sets is a natural transformation. They form a category $\mathbf{P S h}(\square)$. We write よ for the Yoneda embedding $\square \rightarrow \mathbf{P S h}(\square)$ with よ ${ }_{U}=\square(-, U)$.

We refer to the elements of $X[U]$ as cells and to the cardinality of $U$ as the dimension of those cells. If for some $U$ of cardinality $n$ the set $X[U]$ is inhabited and for all $V$ with cardinality greater $n$ the sets $X[U]$ are empty, then we say that $X$ has finite dimension $n$. A precubical set $X$ is finite if it has finite dimension and if for all $U \in \square$ the set $X[U]$ is finite.

To lighten notation, we write $\delta_{A, B}$ for the face map $X\left[d_{A, B}\right]: X[U] \rightarrow X[U \backslash(A \cup B)]$ that is induced by a coface map $d_{A, B}: U \backslash(A \cup B) \rightarrow U$. The face maps $\delta_{A, \emptyset}$ and $\delta_{\emptyset, B}$ will be suggestively abbreviated to $\delta_{A}^{0}$ and $\delta_{B}^{1}$.

- Definition 14. $A$ higher-dimensional automaton (HDA) is a tuple $\left(X, X_{\perp}, X^{\top}\right)$ where $X$ is a precubical set, $X_{\perp}$ is a set of starting cells and $X^{\top}$ is a set of accepting cells. A HDA map $f:\left(X, X_{\perp}, X^{\top}\right) \rightarrow\left(Y, Y_{\perp}, Y^{\top}\right)$ is a precubical map $f: X \rightarrow Y$ that preserves the starting and accepting cells, that is, $f\left(X_{\perp}\right) \subseteq Y_{\perp}$ and $f\left(X^{\top}\right) \subseteq Y^{\top}$. We denote by HDA the category of higher-dimensional automata and their maps.
- Lemma 15. The forgetful functor $\mathcal{F}: \mathbf{H D A} \rightarrow \mathbf{P S h}(\square)$ has left and right adjoints $N$ and $T$ given, respectively, by $N X=(X, \emptyset, \emptyset)$ and $T X=(X, X, X)$. Thus, the left adjoint $N$ stipulates no starting or accepting cells, while $T$ considers all cells as starting and accepting.


### 3.2 Monoidal Structure on HDA

Our main interest in this paper is to realise (repeated) parallel composition of languages as HDA. In this section we briefly discuss how HDA can be synchronised in parallel via a monoidal product on HDA.

Definition 16. The tensor product of HDA is defined by Day convolution [6, 19, 29], which is given for HDA $X$ and $Y$ on the precubical sets by the following coend.

$$
X \otimes Y=\int^{V, W} \square(-, V \oplus W) \times X[V] \times Y[W]
$$

The starting cells $(X \otimes Y)_{\perp}$ are given as the image of all inclusions

$$
\left(X_{\perp} \cap X[V]\right) \times\left(Y_{\perp} \cap Y[W]\right) \longrightarrow \square(V \oplus W, V \oplus W) \times X[V] \times Y[W] \longrightarrow X \otimes Y
$$

and analogously for the accepting cells $(X \otimes Y)^{\top}$. A diagram chase shows that $\otimes$ is welldefined on HDA morphisms. The monoidal unit is given by Yoneda embedding ${ }_{\varepsilon}$ of the empty lo-set with the only cell in dimension 0 being initial and final. For any $U \in \square$, we can make よ ${ }_{U}$ an HDA by taking all cells to be initial and final.

By this definition, the Yoneda embedding becomes a strong monoidal functor and $\otimes$ preserves colimits [19]. Moreover, $\mathcal{F}$ is clearly a strict monoidal functor. Usually, the tensor product of (pre)cubical sets is defined as a coproduct [5,10,16,23] and, in fact, one can prove that $(X \otimes Y)(U) \cong \coprod_{U=V \oplus W} X[V] \times Y[W]$.

### 3.3 Filtered Colimits and Compact HDA

Compact objects in a category can be thought of as the analogue of finite sets, relative to what morphisms in that category perceive as finite. For instance, compact objects in the category $\mathbf{V e c}_{\mathbb{R}}$ of $\mathbb{R}$-vector spaces are vector spaces with finite dimension. In Set and $\mathbf{V e c}_{\mathbb{R}}$, arguments can be reduced to arguments about compact objects because all objects in those categories are given as nice colimits of a set of chosen compact objects. For instance, each set $U$ is given as a colimit of finite sets, for example of sets of the form $\mathbf{n}$, by identifying these with finite subsets of $U$ and then taking the union. This process is given by so-called filtered colimits. The advantage of breaking down objects to filtered colimits of compact objects is that construction on objects can be carried out on a set of compact objects instead. Categories that admit these kind of reduction are called locally finitely presentable (lfp).

In what follows, we briefly recall the definition of lfp categories, show that the category of HDA is lfp and that the compact objects are precisely the finite HDA.

We first provide the basics of lfp categories [1,35]. A category $\mathcal{C}$ is called essentially small if it is equivalent to a small category. We call a category $D$ filtered if any finite diagram in $D$ has a cocone, or equivalently if $D$ is inhabited, (1) for any two objects $c, d \in D$ there exists an object $e \in D$ and two morphisms $c \rightarrow e \leftarrow d$, and (2) for any two morphisms $f, g: c \rightarrow d$ there exist an object $e \in D$ and a morphism $h: d \rightarrow e$ with $h \circ f=h \circ g$. A filtered colimit in a category $\mathcal{C}$ is a colimit of a diagram $F: D \rightarrow \mathcal{C}$ where $D$ is filtered. We say that an object $X \in \mathcal{C}$ is compact if the hom-functor $\mathcal{C}(X,-): \mathcal{C} \rightarrow$ Set preserves filtered colimits. Finally,
the category $\mathcal{C}$ is called locally finitely presentable (lfp) if it is cocomplete, the subcategory $\mathcal{C}_{\mathrm{c}}$ of compact objects is essentially small, and every object in $\mathcal{C}$ is isomorphic to a filtered colimit of compact objects. Many calculations are simplified by the fact that the category $\mathcal{C}_{\mathrm{c}}$ is closed under finite colimits [1, Prop. 1.3]. One of the important examples of a lfp category is the functor category of precubical sets $\mathbf{P S h}(\square)$ [1, Example 1.12]. Inside $\mathbf{P S h}(\square)$ we find that the hom-functor $よ_{U}$ is compact for all $U \in \square$, as a consequence of the Yoneda lemma and that colimits in $\operatorname{PSh}(\square)$ are given point-wise.

Similarly to $\operatorname{PSh}(\square)$, the category of HDA is also locally finitely presentable shown by the following theorems (see Appendix C for the detailed proofs).

- Theorem 17. The forgetful functor $\mathcal{F}: \mathbf{H D A} \rightarrow \mathbf{P S h}(\square)$ creates colimits [35, Sec. 3.3] and the category of HDA is thus cocomplete.
- Theorem 18. A HDA is compact if and only if it is finite.

Let $I: \mathbf{H D A}_{c} \rightarrow$ HDA be the inclusion functor of the full subcategory of compact HDA in HDA. For a HDA $X$, we denote by $I \downarrow X$ the comma category that has as objects morphisms $Y \rightarrow X$ from a compact HDA $Y$ into $X$, and morphisms are the evident commutative triangles. The comma category $I \downarrow X$ is essentially small and closed under finite colimits, thus it is a filtered category. We write $U_{X}: I \downarrow X \rightarrow \mathbf{H D A}_{c}$ for the domain projection functor.

- Theorem 19. Every HDA $X$ can be canonically expressed as the filtered colimit of finite HDA, that is, we have $X \cong \operatorname{colim} U_{X}$.
- Theorem 20. The category of HDA is locally finitely presentable.

Proof. First of all, HDA is cocomplete by Theorem 17. Theorem 19 shows that any HDA is given as filtered colimit of compact HDA. Since by Theorem 18 the compact HDA are finite HDA, we have that $\mathbf{H D A}_{c}$ is essentially small. Thus, HDA is a lfp category.

## 4 Languages of Higher-Dimensional Automata

Computations as modelled by HDA can be expressed as higher-dimensional paths running through the HDA from a starting cell to an accepting cell. Each of these accepting paths corresponds to an interval ipomset, which allows us to define the languages of HDA as the set of interval ipomsets it accepts. We expand here on previous work [10] by also including infinite HDA and by showing that HDA languages preserve coproducts and filtered colimits.

### 4.1 Paths and languages

Let us start by defining paths and their labelling.

- Definition 21. A path in a precubical set or $H D A X$ is a (finite) sequence

$$
\alpha=\left(x_{0}, \varphi_{1}, x_{1}, \varphi_{2}, \ldots, \varphi_{n}, x_{n}\right)
$$

where the $x_{k} \in X\left[U_{k}\right]$ are cells for objects $U_{k}$ of $\square$ and for all $1 \leq k \leq n$ we have either

- An up-step: $\varphi_{k}=d_{A}^{0} \in \square\left(U_{k-1}, U_{k}\right)$, with $x_{k-1}=\delta_{A}^{0}\left(x_{k}\right)$, or
- a down-step: $\varphi_{k}=d_{B}^{1} \in \square\left(U_{k}, U_{k-1}\right)$, with $\delta_{B}^{1}\left(x_{k-1}\right)=x_{k}$.

The elements $x_{k}$ define cells while the $\varphi_{k}$ define how these cells are connected. Since for a path we cannot have $\delta_{A}^{0}\left(x_{k-1}\right)=x_{k}$ or $x_{k-1}=\delta_{B}^{1}\left(x_{k}\right)$ it can only move along the direction of the arrows. Two paths where the first ends at the cell the other starts in can be composed in the following intuitive manner.

- Definition 22. Let $\alpha=\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}\right)$ and $\beta=\left(y_{0}, \psi_{1}, y_{1}, \ldots, \psi_{m}, y_{m}\right)$ be two paths in a precubical set or HDA $X$ with $x_{n}=y_{0}$. Then we define their concatenation $\alpha * \beta$ as

$$
\alpha * \beta=\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}, \psi_{1}, y_{1}, \ldots, \psi_{m}, y_{m}\right)
$$

which is a path in $X$ as well.
Every path $\alpha=\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}\right)$ can therefore be broken down into paths of length 1, called steps. We can denote a step $\left(x_{k-1}, \varphi_{k}, x_{k}\right)$ with $x_{k-1} \nearrow^{A} x_{k}$ if $\varphi_{k}=d_{A}^{0}$ (an up step) or with $x_{k-1} \searrow_{B} x_{k}$ if $\varphi_{k}=d_{B}^{1}$ (a down step). We get the unique representation $\left(x_{0}, \varphi_{1}, x_{1}\right) *\left(x_{1}, \varphi_{2}, x_{2}\right) * \ldots *\left(x_{n-1}, \varphi_{n}, x_{n}\right)$ for the path $\alpha$. Using this we define the labelling of paths recursively.

Definition 23. Let $X$ be a precubical set or HDA. Let $\alpha$ be a path in $X$, let $U$ and $V$ be objects in $\square$ and let $x \in X[U], y \in X[V]$. Then the labelling ev $(\alpha)$ of $\alpha$ is the ipomset that is computed as follows:

- If $\alpha=(x)$ is a path of length 0 then its label is

$$
e v(\alpha)=\left(U, \emptyset, \rightarrow_{U}, U, U, \lambda_{U}\right)
$$

- If $\alpha=(x, \varphi, y)$ is a path with $x \nearrow^{A} y$ then its label is

$$
e v(\alpha)=\left(V, \emptyset, \rightarrow \rightarrow_{V}, V \backslash A, V, \lambda_{V}\right)
$$

- If $\alpha=(x, \varphi, y)$ is a path with $x \searrow_{B} y$ then its label is
$e v(\alpha)=\left(U, \emptyset, \rightarrow \rightarrow_{U}, U, U \backslash B, \lambda_{U}\right)$
- If $\alpha=\beta_{1} * \beta_{2} * \ldots * \beta_{n}$ the concatenation of steps $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ then its label is the gluing composition of ipomsets ev $(\alpha)=\operatorname{ev}\left(\beta_{1}\right) * \operatorname{ev}\left(\beta_{2}\right) * \ldots * \operatorname{ev}\left(\beta_{n}\right)$.
The labels of paths of length 0 or 1 are trivially interval ipomsets, since the relation $<$ is empty. Since the labelling of paths of length greater than 1 is defined as the concatenation of the labels of its steps it follows that they are interval ipomsets as well.

For a precubical set or HDA $X$ we define $P_{X}$ as the set of paths in $X$. For a path $\alpha=\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}\right)$ we call $\ell(\alpha)=x_{0}$ the source and $r(\alpha)=x_{n}$ the target of the path. We can now define the languages of HDA.

- Definition 24. The language of a HDA $X$ is defined as the set of interval ipomsets

$$
L(X)=\left\{e v(\alpha) \mid \alpha \in P_{X}, \ell(\alpha) \in X_{\perp}, r(\alpha) \in X^{\top}\right\}
$$

We refer to a path $\alpha$ with $\ell(\alpha) \in X_{\perp}$ and $r(\alpha) \in X^{\top}$ as an accepting path. In Theorem 30 we will prove that for each HDA $X$ the language $L(X)$ of $X$ is a down-closed interval ipomset language as defined in Definition 4. Let $X$ and $Y$ be precubical sets with the precubical map $f: X \rightarrow Y$. For each path $\alpha=\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}\right)$ in $X$ with $x_{k} \in X\left[U_{k}\right]$ we define $f(\alpha)=\left(f\left[U_{0}\right]\left(x_{0}\right), \varphi_{1}, f\left[U_{1}\right]\left(x_{1}\right), \ldots, \varphi_{n}, f\left[U_{n}\right]\left(x_{n}\right)\right)$ which by definition of the precubical maps is a path in $Y$. With this we get two lemmas regarding the way precubical maps and HDA maps preserve paths and languages.

Lemma 25. Let $X$ and $Y$ be precubical sets and let $f: X \rightarrow Y$ be a precubical map. Suppose that we have $\alpha, \beta \in P_{X}$ with $\ell(\alpha)=r(\beta)$. Then we have ev $(\alpha * \beta)=\operatorname{ev}(\alpha) * \operatorname{ev}(\beta)$ and ev $(f(\alpha))=\operatorname{ev}(\alpha)$.

- Lemma 26. Let $X$ and $Y$ be HDA and let $f: X \rightarrow Y$ be a HDA map. Then we have $L(X) \subseteq L(Y)$. If $f$ is an isomorphism then we have $L(X)=L(Y)$.


### 4.2 Composition of HDA and their languages

We want to know the relation between the languages of diagrams of HDA and the languages of their colimits. We start with a theorem that is relevant for all colimits and cocones.

- Theorem 27. Let $(X, \phi)$ be a cocone of the small diagram $F: D \rightarrow$ HDA. Then we have $\bigcup_{d \in D} L(F(d)) \subseteq L(X)$.

Proof. For every $d \in D$ we have the HDA map $\phi(d): F(d) \rightarrow X$. Lemma 26 then gives us that $L(F(d)) \subseteq L(X)$, from which the statement follows.

We get equality in the case that $(X, \phi)$ is a coproduct or a filtered colimit, as we will prove with the next two theorems.

- Theorem 28. Let $D$ be a small category and let $F: D \rightarrow$ HDA be a small discrete diagram of HDA with the coproduct $(X, \phi)$. Then we have $\bigcup_{d \in D} L(F(d))=L(X)$.

Proof. Suppose that we have $P \in L(X)$. Then there exists an accepting path $\alpha=$ $\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}\right)$ in $X$ with $r(\alpha) \in X_{\perp}$ and $\ell(\alpha) \in X^{\top}$ such that $\operatorname{ev}(\alpha)=P$.

Lemma 46 gives us that for each $x_{k} \in X\left[U_{k}\right]$ for $1 \leq k \leq n$ and the object $U_{k} \in \square$ there exists a unique $d_{k} \in D$ and a unique $y_{k} \in F(d)\left[U_{k}\right]$ such that $\phi_{d_{k}}\left[U_{k}\right]\left(y_{k}\right)=x_{k}$. It also gives us that $y_{1} \in F\left(d_{1}\right)_{\perp}$ and $y_{n} \in F\left(d_{n}\right)_{\perp}$.

Suppose that we have $x_{k}=\delta_{A}^{0}\left(x_{k+1}\right)$. Because we have

$$
\phi_{d_{k}}\left[U_{k}\right]\left(y_{k}\right)=x_{k}=\delta_{A}^{0}\left(x_{k+1}\right)=\delta_{A}^{0} \circ \phi_{d_{k+1}}\left[U_{k+1}\right]\left(y_{k+1}\right)=\phi_{d_{k}}\left[U_{k}\right] \circ \delta_{A}^{0}\left(y_{k+1}\right)
$$

we get $y_{k} \sim \delta_{A}^{0}\left(y_{k+1}\right)$ which because of Lemma 46 gives us $d_{k}=d_{k+1}$ and $y_{k}=\delta_{A}^{0}\left(y_{k+1}\right)$. Analogously the same works for if we have $\delta_{B}^{1}\left(x_{k}\right)=x_{k+1}$.

Therefore there exists an accepting path $\alpha^{\prime}=\left(y_{0}, \varphi_{1}, y_{1}, \ldots, \varphi_{n}, y_{n}\right)$ in $F(d)$ with $d=$ $d_{1}=d_{2}=\ldots=d_{n}$ such that $\phi_{d}\left(\alpha^{\prime}\right)=\alpha$. Lemma 25 gives us that $P=\operatorname{ev}(\alpha)=\mathrm{ev}\left(\alpha^{\prime}\right)$ and therefore ev $\left(\alpha^{\prime}\right) \in L(F(d))$. As a result we have that $P \in L(X) \Longrightarrow P \in \bigcup_{d \in D} L(F(d))$. Combined with Theorem 27 this proves the statement.

- Theorem 29. Let $D$ be a small category and let $F: D \rightarrow$ HDA be a small filtered diagram of HDA with the filtered colimit $(X, \phi)$. Then we have $\bigcup_{d \in D} L(F(d))=L(X)$.

Proof. Suppose that we have $P \in L(X)$. Then there exists a path $\alpha$ in $X$ with $r(\alpha) \in X_{\perp}$ and $\ell(\alpha) \in X^{\top}$ such that $\operatorname{ev}(\alpha)=P$. Let $\alpha=\left(x_{0}, \varphi_{1}, x_{1}, \ldots, \varphi_{n}, x_{n}\right)$. Lemma 48 then gives us that there exists a $d \in D$ and a path $\alpha^{\prime}=\left(y_{0}, \varphi_{1}, y_{1}, \ldots, \varphi_{n}, y_{n}\right)$ such that $\phi_{d}\left(\alpha^{\prime}\right)=\alpha$ (note that a path in this case can be seen as a finite set $S$ ). Because of Lemma 46 we can then assume that this path is accepting. This gives us that ev $\left(\alpha^{\prime}\right)=P \in \bigcup_{d \in D} L(F(d))$ which proves the statement in combination with Theorem 27.

The theorem above together with Theorem 19 shows that all infinite HDA can be expressed using finite HDA respecting the corresponding languages. This powerful tool allows us to prove statements about the languages of HDA in a simple way by using the filtered colimits of finite HDA demonstrated by the following theorem.

- Theorem 30. The languages of HDA are down-closed interval ipomset languages.

Proof. For finite HDA $X, L(X)$ is a language by [10, Prop. 10]. Suppose that $X$ is an arbitrary HDA. From Theorem 19 we get a filtered diagram $F: D \rightarrow$ HDA of finite HDA such that $X \cong \operatorname{colim}_{d \in D} F(d)$. Lemma 26 and Theorem 29 then give us that

$$
L(X)=L\left(\operatorname{colim}_{d \in D} F(d)\right)=\bigcup_{d \in D} L(F(d))
$$

Every $P \in L(X)$ is therefore contained in one $L(F(d))$ which means that $L(X)$ is a downclosed interval ipomset language as required.

Since Lang is the category with as objects down-closed interval ipomset languages and as morphisms the subset inclusion maps the theorem above and Lemma 26 allow us to see $L$ as a functor $L:$ HDA $\rightarrow$ Lang. Since the colimit of a diagram of languages is the union Theorem 28 and Theorem 29 give us that $L$ preserves coproducts and filtered colimits. However, it does not preserve all colimits as we show with the next theorem.

Theorem 31. There is a diagram $F: D \rightarrow$ HDA, such that $\bigcup_{d \in D} L(F(d)) \subsetneq L(\operatorname{colim} F)$.
Proof. We use for $D$ be the category of shape $1 \leftarrow 2 \rightarrow 3$. Consider the following pushout of HDA, which is a colimit over a diagram of shape $D$.


The inclusions $i_{k}$ map $\circ$ to $\circ$ and the double arrows indicate starting and accepting cells. Note that the languages of the HDA at the corners are all empty, except of the HDA at the bottom right corner, which accepts the word $(a \rightarrow c)$. Thus the pushout colimit of HDA with empty languages may result in a strictly larger language.

Finally, we prove that the language of the tensor product of two HDA is the same as the parallel composition of their two individual languages.

- Theorem 32. The functor $L$ is a strict monoidal functor $(\mathbf{H D A}, \otimes, I) \rightarrow($ Lang, $\|,\{\varepsilon\})$.

Proof. Let $X$ and $Y$ be HDA. We have to show that $L(X \otimes Y)=L(X) \| L(Y)$. Theorem 19 gives us that there exist filtered diagrams $F: D \rightarrow$ HDA and $G: E \rightarrow$ HDA of finite HDA with $X$ and $Y$ being their respective filtered colimits. This allows us to generalise [10, Prop. 19], where $L(X \otimes Y)=L(X) \| L(Y)$ is proved for finite HDA, to arbitrary HDA.

$$
\begin{aligned}
L(X \otimes Y) & =L\left(\operatorname{colim}_{(d, e) \in D \times E} F(d) \otimes G(e)\right) \\
& =\bigcup_{(d, e) \in D \times E} L(F(d) \otimes G(e)) \\
& =\bigcup_{(d, e) \in D \times E} L(F(d)) \| L(G(e))
\end{aligned}
$$

$$
=\bigcup_{d \in D} L(F(d)) \| \bigcup_{e \in E} L(G(e)) \quad \text { by Lemma } 9
$$

$$
=L(X) \| L(Y) \quad \text { by Theorem } 29
$$

This shows that even for arbitrary HDA the parallel composition of their languages is given by tensoring the HDA. That $L(I)=\{\varepsilon\}$ is obvious.

## 5 Process Replication as Rational HDA

In this section, we seek to complete the correspondence between concurrent Kleene algebras and HDA, which requires us to identify a notion of rational $H D A$ that can capture finitary behaviour. This has almost been accomplished [10] but the parallel closure could not be realised as finite HDA. For regular languages, linear weighted languages and various other
languages without true concurrency, the correspondence between languages and automata has been studied from a coalgebraic perspective [4, 30, 31]. We make in Section 5.1 a first attempt and follows these ideas by studying locally compact HDA and show how to realise the parallel closure as locally compact HDA. However, we will see that this model is too powerful and will restrict to finitely branching HDA in Section 5.2. These can realise the parallel Kleene star as well, but will require an infinite choice at the start. Thus, none of these choices is satisfactory to act as rational HDA and we show that it is impossible to realise the parallel closure as finitely branching HDA with finitely many starting cells.

### 5.1 Locally Compact HDA

Let us first define what we mean by locally compact HDA. This follows work on rational coalgebraic behaviour [31, 30] and can be seen as axiomatisation of the factorisation property that filtered colimits enjoy in lfp categories.

- Definition 33. A HDA $\left(X, X_{\perp}, X^{\top}\right)$ is locally compact if for all morphism $f: P \rightarrow X$ from a compact precubical set $P$ there is an essentially unique factorisation of $f$ into $P \xrightarrow{f^{\prime}} Y \xrightarrow{h} X$, where $\left(Y, Y_{\perp}, Y^{\top}\right) \in \mathbf{H D A}_{c}$, and $h:\left(X, X_{\perp}, X^{\top}\right) \rightarrow\left(Y, Y_{\perp}, Y^{\top}\right)$ is a HDA morphism. Here, essentially unique means that if there is any other $f^{\prime \prime}: P \rightarrow Y$ with $h \circ f^{\prime \prime}=f$, then there exists $\left(R, R_{\perp}, R^{\top}\right) \in \mathbf{H D A}_{c}$ and an HDA morphism e: $\left(Y, Y_{\perp}, Y^{\top}\right) \rightarrow\left(R, R_{\perp}, R^{\top}\right)$ such that $e \circ f^{\prime}=e \circ f^{\prime \prime}$.

Differently said, we say that $\left(X, X_{\perp}, X^{\top}\right)$ is locally compact if the forgetful map $\mathcal{F}$ : $\mathbf{H D A}_{c} \downarrow X \rightarrow \mathbf{P S h}(\square)_{c} \downarrow X$ is cofinal. Since lfp categories admit (strong epi, mono) factorisation systems, essential uniqueness holds for any factorisation.

- Theorem 34. A $H D A\left(X, X_{\perp}, X^{\top}\right)$ is locally compact if and only if $f: P \rightarrow X$ factors as in Definition 33, that is, essential uniqueness of the factorisation is automatically given.

Since morphisms into filtered colimits factor essentially uniquely through the colimit inclusion, HDA given by a filtered colimit of compact HDA are locally compact. The other way around this is also true.

- Theorem 35. If $X$ is locally compact iff $X \cong \operatorname{colim} U_{X}$ and thus by Theorem 19 any HDA is locally compact.

This theorem shows that local compactness is no restriction in the case of HDA, contrary to other computational models. Let us, nevertheless, apply the lessons of local compactness to get closer to an HDA that models process replication in a reasonably finitary way. Before that, let us warm up and construct a HDA as a filtered colimit with infinite branching.

- Example 36. Let $F: \mathcal{D} \rightarrow \mathbf{H D A}_{c}$ be the diagram given by


This is a chain and thus filtered, and its colimit a HDA with infinitely many branches coming out of 0 . Nevertheless, since each HDA in the chain is compact, colim $F$ is locally compact.

- Example 37. Similarly to Example 36, we can also branch with higher dimensions and thus realise process replication as filtered colimit of compact HDA. For the purpose of this


Figure 2 Chain of HDA to construct process replication of the HDA $A$ on the left, where all higher dimensional cells are present but not displayed
example it is easier to ignore starting cells. It is easy to see that the tensor product and colimits work for HDA without starting cells in the same way

Let $A$ be the HDA with one 1-cell labelled with $a$ and the endpoint of this 1-cell taken as accepting. This is illustrated in Figure 2 on the left, where the double arrows mark an accepting cells. The maps $d_{n}: A_{n} \rightarrow A_{n+1}$ in Figure 2, where $A_{1}=A$, are constructed as in the following pushout diagram. In this diagram, we denote by $A^{\otimes n}$ the $n$-fold tensor product of $A$ with itself, where $A^{\otimes 0}=I$. For an HDA $X$, we write $X^{\varepsilon}$ for the HDA that has the same underlying precubical set but no starting and accepting states.


The indicated maps $d_{n}$ form a chain and thus a filtered diagram. By taking the colimit of this chain and declaring the cell marked 0 as starting cell, we obtain an HDA that accepts $L(A)^{(*)}$, the parallel Kleene closure of the language of $A$. That this is the case follows directly from Theorem 32 and Theorem 29.

### 5.2 Finitely Branching HDA

The HDA that we constructed in Example 37 has the pleasant property that during execution many $a$-processes can be spawned, as one would expect from a process replication operator that occurs in process algebra. However, the HDA in Example 37 has infinitely many cells branching out of any. This makes it impossible to realise this HDA on a physical machine and motivates another possible definition of what one may consider rational HDAs.

- Definition 38. A HDA $X$ is finitely branching if for all $n$ and all $x \in X_{n}$ the set $\left\{y \in X_{n+1} \mid \delta_{A, B}(y)=x\right\}$ is finite. We denote by $\mathbf{H D A}_{\mathrm{fb}}$ the full subcategory of HDA that consists of finitely branching HDA.

Clearly, finitely branching HDA are not closed under filtered colimits, as Example 36 shows. However, they are closed under coproducts.

- Theorem 39. Let $F: \mathcal{D} \rightarrow \mathbf{H D A}_{\mathrm{fb}}$ a diagram on a small discrete category $D$. Then the colimit (coproduct) colim $F$ exists in $\mathbf{H D A}_{\mathrm{fb}}$.

The parallel Kleene star of a finitely branching HDA $X$, also known as process replication, can be realised as finitely branching HDA. We write $X^{\otimes n}$ for the $n$-fold tensor product of $X$ with itself, where $X^{\otimes 0}=I$, and define the parallel replication of $X$ to be $!X=\coprod_{n i n \mathbb{N}} X^{\otimes n}$.


Figure 3 Finitely branching HDA for process replication of $A$ constructed as coproduct, where the cells labelled $1,2,3, \ldots$ are all starting cells and the double arrows indicate accepting cells

Proof. By Theorem 28 and Theorem 32 we have

$$
L(!X)=L\left(\coprod_{n \in \mathbb{N}} X^{\otimes n}\right)=\bigcup_{n \in \mathbb{N}} L\left(X^{\otimes n}\right)=\bigcup_{n \in \mathbb{N}} L(X)^{\| n}=L(X)^{(*)}
$$

The caveat of this theorem, and the definition of finitely branching in general, is that we do not make any restrictions on the number of starting cells. In fact, ! $X$ will have infinitely many starting cells, if $X$ has at least one.

- Example 41. Let $A$ again be the HDA as in Example 37. The HDA ! $A$ looks as in Figure 3. Notice that it consists of little finite islands, each with a starting cell. During an execution, the HDA has to make at the beginning of the execution a choice on the number of parallel executions of the action $a$. This means that this HDA is not realisable, as such a guess requires knowledge about how many parallel processes will be needed. For instance, a web server would need to know when it is started how many clients will connect during its life time. This is clearly impossible.

The Examples 37 and 41 show that either way of realising process replication, as locally compact HDA or as finitely branching HDA, leads to operational problems. In fact, it is not possible to realise process replication as finitely branching HDA with finite starting cells.

- Theorem 42. There is no $H D A X \in \mathbf{H D A}_{\mathrm{fb}}$ with finite initial states, such that $X$ would realise the parallel Kleene star of $L(A)=\{(a)\}$.


## 6 Conclusion

What does this leave us with? The problem is that HDA combine state space and transitions into one object, a precubical set. Intuitively, this prevents us from having transitions and cycles among cells of higher dimension. More technically, the locally compact HDA allow infinite branching, while finite branching limits the number of active parallel events to be finite. This can be compared to the coalgebras for the finite powerset functor, also known as finitely branching transition systems. Here, locally compact transition systems may only have finite branching and thus realise locally the behaviour of finite transition systems, as one would expect. Therefore, one is led to the conclusion that HDA as a computational model are unsuited to model process replication and another model for true concurrency has to be sought. In fact, the examples show us what is wrong: we should treat (pre)cubical sets $X$ as the state space of an automaton and the consider endofunctors $F$ on $\mathbf{P S h}(\square)$ to model behaviour types and transitions as coalgebras $X \rightarrow F X$. This will be our next step in the investigation of finitary behaviour in models of true concurrency.
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## A Notation

| Notation | Macro | Meaning |
| :---: | :---: | :---: |
| C | \StdCat\{C\} | Standard or specific categories |
| Set | $\backslash$ SetC | Category of sets |
| Top | $\backslash$ TopC | Category of topological spaces |
| よ | \Yo | Yoneda embedding |
| $\Sigma$ | $\backslash$ Sigma | Fixed alphabet |
| $\|P\|$ | $\backslash \mathrm{car}\{\mathrm{P}\}$ | Carrier of iposet $P$ |
| $A^{\downarrow}$ | \downCl\{A\} | Downwards closure |
| $\varepsilon$ | \emptyLO | empty lo-set |
| $\ell$ SLO | \1SLO | category of labelled strict linear orders |
| * | \sloTens | monoidal product of $\ell \mathbf{S L O}$ |
| n | $\backslash \mathrm{fOrd}$ \{n\} | finite ordinal with $n$ elements (possibly empty!) |
| [ $n$ ] | \spine\{n\} | finite ordinal with $n+1$ elements (spine of $n$-simplex) |
| $\square$ | $\backslash$ FCube | Full labelled precube category |
| $\square$ | $\backslash$ Cube | Labelled precube category (skeletal) |
| $d_{A, B}$ | \d_\{A, B $\}$ | Coface map arising from the inclusion $U \backslash(A \cup B) \rightarrow U$ |
| HDA | $\backslash \mathrm{HDA}$ | Category of HDA |
| $\mathcal{C}$ | $\backslash \operatorname{Cat}\{\mathrm{C}\}$ | Generic category |
| $\mathcal{C}^{\text {op }}$ | $\backslash \mathrm{op}\{\backslash \mathrm{Cat}\{\mathrm{C}\}$ \} | Opposite category |
| $\operatorname{PSh}(\mathcal{I})$ | $\backslash \mathrm{presheaf}\{\backslash \operatorname{Cat}\{\mathrm{I}\}\}$ | Set-Valued presheaves indexed by $\mathcal{I}$ |
| $X_{\perp}$ | $\backslash \mathrm{sCells}\{\mathrm{X}\}$ | Starting cells of HDA |
| $X^{\top}$ | \aCells\{X\} | Accepting cells of HDA |
| $\left(X, X_{\perp}, X^{\top}\right)$ | $\backslash \operatorname{HDATup}\{\mathrm{X}\}$ | Tuple that makes an HDA |
| Lang | \Lang | Category of languages |
| iiPom | \iiPoms | The set of interval ipomsets |

## B Convolution Product on HDA

## B. 1 Day Convolution Precubical Sets is Coproduct

In Definition 16 we defined the tensor products of HDA as extending the tensor product of precubical sets given by Day convolution with appropriate starting and accepting cells. We show here that the coend formula

$$
\begin{equation*}
X \otimes Y=\int^{V, W} \square(-, V \oplus W) \times X[V] \times Y[W] \tag{1}
\end{equation*}
$$

for Day convolution reduces to a coproduct formula

$$
\begin{equation*}
(X \otimes Y)(U) \cong \coprod_{U=V \oplus W} X[V] \times Y[W] \tag{2}
\end{equation*}
$$

and thus reduces to the standard definition $[5,16,23]$
Recall that objects in $\ell \mathbf{S L O}$ are pairs $(\mathbf{n}, w)$ where $n \in \mathbb{N}$ and $w$ is a word of length $n$ over $\Sigma$. Let us write $i_{n, j}: \mathbf{n} \rightarrow \mathbf{n}+\mathbf{1}$ for the unique map that does not have $j$ in its image. Clearly, any map $(\mathbf{n}, w) \rightarrow\left(\mathbf{n}+\mathbf{1}, w^{\prime}\right)$ is determined by the embedding maps $i_{n, j}$. Therefore, we will leave out in the remainder the words $w$ and pretend that $\ell \mathbf{S L O}$ consists of unlabelled finite ordinals $\mathbf{n}$. Further, a map $d: \mathbf{n} \rightarrow \mathbf{n}+\mathbf{1}$ in $\square$ comes with a partition of the complement image and is therefore given by either $\left(i_{n, j},\{j\}, \emptyset\right)$ or $\left(i_{n, j}, \emptyset,\{j\}\right)$. For
what follows, this duplication of morphisms also makes no difference and we focus attention on the maps $i_{n, j}$.

The strategy to show that Equation (2) holds is to show that any cowedge for the coend in Equation (1) is uniquely determined by a cocone for the coproduct in Equation (2). Write $F_{n, X, Y}: \square \times \square \times \square^{\mathrm{op}} \times \square^{\mathrm{op}} \rightarrow$ Set for the functor given by

$$
F_{n, X, Y}\left(\mathbf{m}, \mathbf{k}, \mathbf{m}^{\prime}, \mathbf{k}^{\prime}\right)=\square(\mathbf{n}, \mathbf{m} \oplus \mathbf{k}) \times X_{m^{\prime}} \times Y_{k^{\prime}}
$$

on objects, which gives us $(X \otimes Y)_{n}=\int^{\mathbf{m}, \mathbf{k}} F_{n, X, Y}(\mathbf{m}, \mathbf{k}, \mathbf{m}, \mathbf{k})$. Suppose now that $f: F \rightarrow C$ is a cowedge, which means that it consists of maps $f_{m, k}: \square(\mathbf{n}, \mathbf{m} \oplus \mathbf{k}) \times X_{m} \times Y_{k} \rightarrow C$ in Set, such that the following diagram commutes for all $u: \mathbf{m} \rightarrow \mathbf{m}^{\prime}$ and $v: \mathbf{k} \rightarrow \mathbf{k}^{\prime}$.


Suppose now that $n=m+k$ and consider the following diagram, which commutes for all appropriate choices of $j$ since $f$ is a cowedge.


But then $f_{m+1, k}$ is determined from $f_{m+1, k-1}$ and $f_{m, k}$, since any map $\mathbf{n} \rightarrow(\mathbf{m}+\mathbf{1}) \oplus \mathbf{k}$ is uniquely determined by the only number $j$ that is not in its image. These are exactly the maps obtained as the image of the maps $\square\left(\mathbf{n}, i_{m, j} \oplus \mathrm{id}\right)$ and $\square\left(\mathbf{n}, \mathrm{id} \oplus i_{k-1, j}\right)$. Hence, the parts in the coend of Equation (1) where $n<k+m$ do not contribute and it suffices to consider splittings of $n=m+k$. This gives us Equation (2).

## C Proofs

## C. 1 Proofs for Section 2

Proof of Lemma 9 on Page 5. Let $L_{1}=\bigcup_{(d, e) \in D \times E} M_{d} \| N_{e}$ and $L_{2}=\left(\bigcup_{d \in D} M_{d}\right) \|$ $\left(\bigcup_{e \in E} N_{e}\right)$.

Suppose that $R \in L_{1}$. Then there exist $d \in D$ and $e \in E$ such that $R \in M_{d} \| N_{e}$. Then there exists a $P \in M_{d}$ and a $Q \in N_{e}$ such that $R \sqsubseteq P \| Q$. Since $P \in \bigcup_{d \in D} M_{d}$ and $Q \in \bigcup_{e \in E} N_{e}$ this means that $P \| Q \in L_{2}$ and therefore $R \in L_{2}$. This gives us $L_{1} \subseteq L_{2}$.

Suppose that $R \in L_{2}$. Then there exists a $P \in \bigcup_{d \in D} M_{d}$ and a $Q \in \bigcup_{e \in E} N_{e}$ such that $R \sqsubseteq P \| Q$. Therefore there exist $d \in D$ and $e \in E$ such that $P \in M_{d}$ and $Q \in N_{e}$, which means that $P\left\|Q \in M_{d}\right\| N_{e}$ and therefore $P \| Q \in L_{1}$. This gives us $R \in L_{1}$ and therefore $L_{1} \supseteq L_{2}$ which means that we have $L_{1}=L_{2}$.

## C. 2 Proofs for Section 3.1

Proof of Lemma 12 on Page 6. Composition of $(e, C, D): V \rightarrow W$ and $(d, A, B): U \rightarrow V$ is given by $(e, C, D) \circ(d, A, B)=(e \circ d, e(A) \cup C, e(B) \cup D)$. That $\{e(A) \cup C, e(B) \cup D\}$ form a partition of the complement image of $e \circ d$ follows from injectivity of $e$, properties of the image and the given partitions. The identity is given by (id, $\emptyset, \emptyset$ ), and the unit and associativity axioms follow from colimit preservation of the image. The monoidal structure in inherited from $\ell \mathbf{S L O}$ : on objects we use $\star$ and on morphisms we take $\left(d_{1}, A_{1}, B_{1}\right) \oplus\left(d_{2}, A_{2}, B_{2}\right)=$ ( $d_{1} \star d_{2}, A_{1} \star A_{2}, B_{1} \star B_{2}$ ), where we write $A_{1} \star A_{2}$ for the application of $\star$ to the inclusions $A_{k} \subseteq V$. Finally, the associator and unitor isomorphisms have empty complement image that can be trivially partitioned.

- Definition 43. Let $D$ be a small category and let $F: D \rightarrow \mathbf{P S h}(\square)$ be a small diagram of precubical sets. For each object $U$ in $\square$ we define the relation $\sim$ on $\coprod_{d \in D} F(d)[U]$ as the transitive closure of

$$
\left\{\left.(x, y)\right|_{\exists c \in D, f: d \rightarrow c, g: e \rightarrow c \text { s.t. }(F(f)[U])(x)=(F(g)[U])(y)}\right\}
$$

Note that if $D$ is a filtered category the above is already transitive.

- Lemma 44. Let $D$ be a small category and let $F: D \rightarrow \mathbf{P S h ( \square ) ~ b e ~ a ~ s m a l l ~ d i a g r a m ~ o f ~}$ precubical sets. Then for each object $U$ in $\square$ we have

$$
(\underset{d \in D}{\operatorname{colim}} F(D))[U] \cong \operatorname{colim}_{d \in D}(F(d)[U]) \cong\left(\coprod_{d \in D}(F(d)[U])\right) / \sim
$$

where $\sim$ is the relation defined in Definition 43 .
Proof. Proposition 8.8 from [2] gives us the first isomorphism and the second isomorphism follows from the description of colimits in the category of sets (see, for instance, Example 5.2.16 of [27]).

- Theorem 45. Let $(X, \phi)$ be a colimit of the small diagram $F: D \rightarrow \mathbf{P S h}(\square)$ of precubical sets. Then for all objects $U$ in $\square$, all $d, e \in D, x \in F(d)[U]$ and $y \in F(e)[U]$ we have

$$
x \sim y \Longleftrightarrow \phi(d)[U](x)=\phi(e)[U](y)
$$

Proof. Lemma 44 gives us that for all objects $U$ in $\square$ there exists a bijection $q[U]: X[U] \rightarrow$ $\left(\coprod_{d \in D}(F(d)[U])\right) / \sim$. For all $d \in D$ and every object $U$ in $\square$ there also exists a unique set $\operatorname{map} \psi_{d, U}: F(d)[U] \rightarrow\left(\coprod_{d \in D}(F(d)[U])\right) / \sim$. We then have $q[U] \circ \phi(d)[U]=\psi_{d, U}$ which because $q[U]$ is a bijection gives us

$$
x \sim y \Longleftrightarrow \psi_{d, U}(x)=\psi_{e, U}(y) \Longleftrightarrow \phi(d)[U](x)=\phi(e)[U](y)
$$

which proves the statement.

- Lemma 46. Let $F: D \rightarrow$ HDA be a small diagram of HDA with the colimit $(X, \phi)$.
Then for all $U \in \square$ and all $x \in X[U]$ there exists $a d \in D$ and a $y \in F(d)[U]$ such that
$\phi_{d}[U](y)=x$ and
$x \in X_{\perp} \Longleftrightarrow y \in F(d)_{\perp}$
$x \in X^{\top} \Longleftrightarrow y \in F(d)^{\top}$
If $D$ is discrete then this $y \in F(d)[U]$ is unique.

Proof. The fact that for each $x \in X[U]$ there exists a $d \in D$ and a $y \in F(d)[U]$ with $\phi_{d}[U](y)=x$ follows from Theorem 45. Suppose that we have $x \in X_{\perp}$ but $y \notin F(d)_{\perp}$ for all $y \in F(d)[U]$ with $\phi_{d}[U](y)=x$. Then we can define $\left(X^{\prime}, \phi^{\prime}\right)$ as the cocone of $F$ with the same underlying precubical set and maps as $(X, \phi)$ but with $x \notin X_{\perp}^{\prime}$. Then there exists no unique HDA map $q: X \rightarrow X^{\prime}$ as per the universal property, which is in contradiction with $X$ being the colimit. Combined with the above working analogously for the accepting cells gives us that there must exist a $y \in F(d)[U]$ which reflects the starting and accepting cells of $\phi_{d}[U](y)=x$.

Since a discrete category $D$ contains no morphisms for all $d_{1}, d_{2} \in D, y_{1} \in F\left(d_{1}\right)[U]$, $y_{2} \in F\left(d_{2}\right)[U]$ with $\phi_{d_{1}}[U]\left(y_{1}\right)=\phi_{d_{2}}[U]\left(y_{2}\right)$ because of Theorem 45 we have $y_{1} \sim y_{2}$ and therefore $d_{1}=d_{2}$ and $y_{1}=y_{2}$.

- Lemma 47. Let $(X, \phi)$ be a cocone of the small diagram $F: D \rightarrow \mathbf{P S h}(\square)$ of precubical sets such that for all objects $U$ in $\square$, all $d, e \in D, x \in F(d)[U]$ and $y \in F(e)[U]$ we have

$$
x \sim y \Longleftrightarrow \phi(d)[U](x)=\phi(e)[U](y)
$$

and suppose that for all $x \in X[U]$ there exists a $d \in D$ and a $y \in F(d)[U]$ such that $\phi_{d}[U](y)=x$. Then $(X, \phi)$ is a colimit.
Proof. Suppose that $(Y, \psi)$ is a colimit of $F: D \rightarrow \mathbf{P S h}(\square)$ and let $q: Y \rightarrow X$ be the unique precubical map with $q \circ \psi_{d}=\phi_{d}$ for all $d \in D$. Because of the first property of $X$ and Lemma 46 this map is injective, and because of the second property it is surjective. Therefore $(X, \phi)$ is isomorphic to $(Y, \psi)$ through the cocone map $q: Y \rightarrow X$ which means that $(X, \phi)$ is a colimit.

## C. 3 Proofs for Section 3.3

Proof of Theorem 17 on Page 8. Let $F: D \rightarrow$ HDA be a small diagram of HDA. We write $F^{\prime}: D \rightarrow \mathbf{P S h}(\square)$ for $\mathcal{F} \circ F$. Since $\mathbf{P S h}(\square)$ is a cocomplete category there exists a colimit $\left(L^{\prime}, \phi\right)$ of this diagram.

We can then convert this colimit of precubical sets back to a HDA. Let $L$ be the HDA with the underlying precubical set $L^{\prime}$. The starting and accepting cells $L_{\perp}$ and $L^{\top}$ we define as follows: For every object $U$ in $\square$, every $d \in D$ and every $x \in F(d)[U]$ we have

$$
\begin{aligned}
& x \in F(d)_{\perp} \Longrightarrow \phi(d)[U](x) \in L_{\perp} \\
& x \in F(d)^{\top} \Longrightarrow \phi(d)[U](x) \in L^{\top}
\end{aligned}
$$

The precubical maps $\phi(d): F(d) \rightarrow L$ then by definition preserve starting and accepting cells making them HDA maps. Therefore $(L, \phi)$ is a cocone of the diagram $F: D \rightarrow$ HDA.

In fact, we define the sets of starting and accepting cells of $L[U]$ as the colimits of the sets of starting and accepting cells of $F(d)[U]$. It is clear from the construction that $\left(L, L_{\perp}, L^{\top}\right)$ is the colimit.

- Lemma 48. Let $F: D \rightarrow \mathbf{P S h}(\square)$ be a filtered diagram with the filtered colimit $(X, \phi)$. Let $S$ be a finite set of pairs $(U, x)$ with $U \in \square$ and $x \in X[U]$. Then there exists a $d \in D$ and a finite set $S^{\prime}$ of pairs $(U, y)$ with $U \in \square$ and $y \in F(d)[U]$ such that the universal map of the colimit provides a bijection $q: S^{\prime} \rightarrow S$ that maps $(U, y)$ to $\left(U, \phi_{d}(y)\right)$ with the property that for all $(U, y) \in S^{\prime}$ if $\left(V, \delta_{A, B} \circ \phi_{d}[U](y)\right) \in S$ for a certain $V \in \square$ then $\left(V, \delta_{A, B}(y)\right) \in S^{\prime}$.

Proof. For each $U \in \square$ and $x \in X[U]$ such that $(U, x) \in S$ there exists a $d_{x} \in D$ and a $y_{x} \in F\left(d_{x}\right)[U]$ such that $\phi_{d_{x}}[U]\left(y_{x}\right)=x$. Because $D$ is filtered there exists a $d \in D$ and morphisms $g_{x}: d_{x} \rightarrow d$ for each $d_{x} \in D$ corresponding to a $x \in X[U]$ for a certain $U \in \square$. Therefore we can assume that each $y_{x}$ resides in the same precubical set $F(d)$. Here we have that for all $(U, x) \in S$ there exists a $y_{x} \in F(d)[U]$ such that $\phi_{d}[U]\left(y_{x}\right)=x$. We can define the set map $q^{-1}$ that sends $(U, x)$ to $\left(U, y_{x}\right)$. This then automatically gives us our finite set $S^{\prime}$ and our bijection $q: S^{\prime} \rightarrow S$.

Let $(U, y) \in S^{\prime}$ and suppose that $\left(V, \delta_{A, B} \circ \phi_{d}[U](y)\right) \in S$ for a certain $V \in \square$. Then there exists a $\left(V, y^{\prime}\right) \in S^{\prime}$ such that $\phi_{d}[V]\left(y^{\prime}\right)=\delta_{A, B} \circ \phi_{d}[U](y)=\phi_{d}[V] \circ \delta_{A, B}(y)$, which gives us $y^{\prime} \sim \delta_{A, B}(y)$. Therefore there exists a $e \in D$ and a morphism $f: d \rightarrow e$ such that $F(f)[V]\left(y^{\prime}\right)=F(f)[V]\left(\delta_{A, B}(y)\right)$.

Since there are only a finite amount of elements in $S^{\prime}$ and only a finite amount of elements that can be reached form a certain element by the face maps this means that there exists a $d \in D$ and a finite set $S^{\prime}$ with the bijection $q: S^{\prime} \rightarrow S$ for which we have that for all $(U, y) \in S^{\prime}$ if $\left(V, \delta_{A, B} \circ \phi_{d}[U](y)\right) \in S$ for a certain $V \in \square$ then $\left(V, \delta_{A, B}(y)\right) \in S^{\prime}$.

- Lemma 49. Let $X$ be a finite HDA, let $F: D \rightarrow$ HDA be a filtered diagram with the colimit $(Y, \phi)$ and let $f: X \rightarrow Y$ be a HDA map. Then there exists a $d \in D$ such that there exists a HDA map $g: X \rightarrow F(d)$ with $\phi_{d} \circ g=f$.

Proof. Let $S$ be the set of pairs $(U, f[U](x))$ with $U \in \square$ and $x \in X[U]$. Then, Lemma 48 says that there exists a $d \in D$ with a set $S^{\prime}$ of pairs $(U, y), y \in F(d)[U]$ such that if $(U, y) \in S^{\prime}$ and $\left(V, \delta_{A, B} \circ \phi_{d}(y)\right) \in S$ then $\left(V, \delta_{A, B}(y)\right) \in S^{\prime}$. This means that for each $x \in X[U]$ there exists a certain $y_{x} \in F(d)[U]$ such that $f[U](x)=\phi_{d}[U]\left(y_{x}\right)$ and such that for all $V \in \square$ and all face maps $\delta_{A, B}$ we have $f[V] \circ \delta_{A, B}(x)=\phi_{d}[V] \circ \delta_{A, B}\left(y_{x}\right)=\phi_{d}[V]\left(y_{\delta_{A, B}(x)}\right)$. This in turn gives us the precubical map $g: X \rightarrow F(d)$ with $\phi_{d} \circ g=f$. By Lemma 46 we can also assume that $g: X \rightarrow F(d)$ is a HDA map, by choosing the $y_{x}$ reflecting the starting and accepting cells of $\phi_{d}[U]\left(y_{x}\right)=x$.

Differently stated, Lemma 49 says that if $X$ is a finite HDA and $F: D \rightarrow$ HDA is a filtered diagram with the colimit $(Y, \phi)$, then any HDA map $f: X \rightarrow Y$ factors through some $F(d)$.

- Lemma 50. Let $X$ be a finite HDA, let $F: D \rightarrow$ HDA be a filtered diagram with the colimit $(Y, \phi)$ and let $f_{1}, f_{2}: X \rightarrow F(d)$ be HDA maps for a certain $d \in D$. Then we have $\phi_{d} \circ f_{1}=\phi_{d} \circ f_{2}$ if and only if there exists a $e \in D$ and a morphism $g: d \rightarrow e$ such that $F(g) \circ f_{1}=F(g) \circ f_{2}$.

Proof. Suppose that there exists a $e \in D$ and a morphism $g: d \rightarrow e$ such that $F(g) \circ f_{1}=$ $F(g) \circ f_{2}$. Then we have $\phi_{e} \circ F(g) \circ f_{1}=\phi_{e} \circ F(g) \circ f_{2}$ which automatically gives us $\phi_{d} \circ f_{1}=\phi_{d} \circ f_{2}$, since for all $U \in \square$ and all $x \in X[U]$ we have

$$
\phi_{d} \circ f_{1}[U](x)=\phi_{e} \circ F(g) \circ f_{1}[U](x)=\phi_{e} \circ F(g) \circ f_{2}[U](x)=\phi_{d} \circ f_{2}[U](x)
$$

For the other direction, suppose that we have $\phi_{d} \circ f_{1}=\phi_{d} \circ f_{2}$. Then for all $U \in \square$ and all $x \in X[U]$ we have $\phi_{d} \circ f_{1}[U](x)=\phi_{d} \circ f_{2}[U](x)$. By Theorem 45 there exist $e_{x} \in D$
and morphisms $g_{1}, g_{2}: d \rightarrow e_{x}$ such that $F\left(g_{1}\right) \circ f_{1}[U](x)=F\left(g_{2}\right) \circ f_{2}[U](x)$. Because $D$ is filtered there exists a $e_{x}^{\prime} \in D$ and a $h: e_{x} \rightarrow e_{x}^{\prime}$ such that $h \circ g_{1}=h \circ g_{2}$. For the sake of convenience we say that for all $U \in \square$ and all $x \in X[U]$ there exists a $e_{x} \in D$ and a $g_{x}: d \rightarrow e_{x}$ such that $F\left(g_{x}\right) \circ f_{1}[U](x)=F\left(g_{x}\right) \circ f_{2}[U](x)$.

Since $X$ is finite this gives us only a finite amount of $e_{x} \in D$. Therefore there exists a $e \in D$ and morphisms $h_{x}: e_{x} \rightarrow e$ for each $U \in \square$ and each $x \in X[U]$. This gives us the morphisms $h_{x} \circ g_{x}: d \rightarrow e$ which then because of $D$ being a filtered category gives us a morphism $h: e \rightarrow e^{\prime}$ such that $h \circ h_{x} \circ g_{x}=h \circ h_{y} \circ g_{y}$ for all $U, V \in \square$ and all $x \in X[U]$, $y \in X[V]$.

Therefore for all $U \in \square$ and all $x \in X[U]$ we have a morphism $h \circ h_{x} \circ g_{x}: d \rightarrow e^{\prime}$. This morphism is the same for all $U \in \square$ or $x \in X[U]$. Renaming $e^{\prime}$ to $e$ and $h \circ h_{x} \circ g_{x}$ to $g$ gives us the required morphism.

- Lemma 51. All finite precubical sets or HDA are compact

Proof. Since a precubical set can be seen as a special case of HDA (one with empty starting and accepting cells) we will just consider the HDA.

Let $X$ be a finite HDA and let $F: D \rightarrow$ HDA be a small filtered diagram with the colimit $(Y, \phi)$. This gives us the small filtered diagram $\operatorname{Hom}(X, F(-)): D \rightarrow$ Set which has the filtered colimit $\left(\operatorname{colim}_{d \in D} \operatorname{Hom}(X, F(d)), \Phi\right)$ and the cocone $\left(\operatorname{Hom}(X, Y), \operatorname{Hom}\left(X, \phi_{d}\right)\right)$ with the unique cocone map $q: \operatorname{colim}_{d \in D} \operatorname{Hom}(X, F(d)) \rightarrow \operatorname{Hom}(X, Y)$.

Suppose that $f \in \operatorname{Hom}(X, Y)$. Then from Lemma 49 it follows that there exists a $d \in D$ and a $g \in \operatorname{Hom}(X, F(d))$ such that $\phi_{d} \circ g=f$ and therefore $\operatorname{Hom}\left(X, \phi_{d}\right)(g)=f$. Since we have $g \circ \Phi_{d}=\operatorname{Hom}\left(X, \phi_{d}\right)$ this means that $q$ is surjective.

Suppose that $f_{1}, f_{2} \in \operatorname{colim}_{d \in D} \operatorname{Hom}(X, F(d))$ such that $q\left(f_{1}\right)=q\left(f_{2}\right)$. Then by definition there exists a $d \in D$ and $g_{1}, g_{2} \in \operatorname{Hom}(X, F(d))$ such that $\Phi_{d}\left(g_{1}\right)=f_{1}$ and $\Phi_{d}\left(g_{2}\right)=f_{2}$ (we can assume that $g_{1}$ and $g_{2}$ are in the same set due to $D$ being filtered). Then $q \circ \Phi_{d}\left(g_{1}\right)=q\left(f_{1}\right)=q\left(f_{2}\right)=q \circ \Phi_{d}\left(g_{2}\right)$ which gives us $\phi_{d} \circ g_{1}=\phi_{d} \circ g_{2}$. Then Lemma 50 gives us that there exists an object $e \in D$ and a morphism $h: d \rightarrow e$ such that $F(h) \circ g_{1}=F(h) \circ g_{2}$. This then gives us the morphism $\operatorname{Hom}(X, F(h)): \operatorname{Hom}(X, F(d)) \rightarrow \operatorname{Hom}(X, F(d))$ for which we have $\operatorname{Hom}(X, F(h))\left(g_{1}\right)=\operatorname{Hom}(X, F(h))\left(g_{2}\right)$, which means that we have to have $\Phi_{d}\left(g_{1}\right)=\Phi_{d}\left(g_{2}\right)$. Therefore $q$ is injective as well, which means that it is an isomorphisms which therefore gives us that $X$ is compact.

Since every representable precubical set is finite by definition this means that they are compact as well.

- Definition 52. Let $X$ be a precubical set or HDA. Then the category of elements el $(X)$ is the category where
- an object is a pair $(U, x)$ with $U \in \square$ an object and $x \in X[U]$.
- A morphism $(U, x) \rightarrow(V, y)$ consists of a coface map $d_{A, B}: U \rightarrow V$ such that $\delta_{A, B}(y)=x$. The category comes with a forgetful functor $p: \operatorname{el}(X) \rightarrow \square$ with $p \circ(U, x)=U$.
- Lemma 53. Let $X$ be a precubical set and let el $(X)$ be the category of elements. We have the Yoneda embedding よ : $\square \rightarrow \mathbf{P S h}(\square)$ that sends each object of $\square$ to its respective representable precubical set. Then $X$ is a colimit of the diagram よ ○ $p: \operatorname{el}(X) \rightarrow \mathbf{P S h}(\square)$ of finite precubical sets.

Proof. This is the density theorem applied on precubical sets.

- Lemma 54. Let $X$ be a precubical set. Then $X$ can be canonically expressed as the colimit of a diagram $F:$ el $(X) \rightarrow \mathbf{P S h}(\square)$ of representable precubical sets. Suppose that we have $y_{1} \in F\left(d_{1}\right)[U], y_{2} \in F\left(d_{2}\right)[U]$ with $y_{1} \sim y_{2}$ for certain $d_{1}, d_{2} \in \operatorname{el}(X)$ and an object $U \in \square$. Then there exists a $d_{3} \in \operatorname{el}(X)$ and morphisms $f_{1}: d_{3} \rightarrow d_{1}$ and $f_{2}: d_{3} \rightarrow d_{2}$ in el $(X)$ such that there exists a $x \in F\left(d_{3}\right)[U]$ with $F\left(f_{1}\right)[U](x)=y_{1}$ and $F\left(f_{2}\right)[U](x)=y_{2}$.

Proof. From Lemma 53 we get the diagram $F: \mathrm{el}(X) \rightarrow \mathbf{P S h}(\square)$ of which $(X, \phi)$ is a colimit. Since $y_{1} \sim y_{2}$ Theorem 45 gives us that $\phi_{d_{1}}[U]\left(y_{1}\right)=\phi_{d_{2}}[U]\left(y_{2}\right)=x \in X[U]$. Then there exists an object $d_{3}=(U, x)$ in $\operatorname{el}(X)$. Then there also exists a $x^{\prime} \in F\left(d_{3}\right)[U]$ such that $\phi_{d_{3}}[U]\left(x^{\prime}\right)=x$.

Let $d_{1}=\left(V_{1}, z_{1}\right)$ and $d_{2}=\left(V_{2}, z_{2}\right)$. Let the unique element of $F\left(d_{1}\right)\left[V_{1}\right]$ be $z_{1}^{\prime}$ and let the unique element of $F\left(d_{2}\right)\left[V_{2}\right]$ be $z_{2}^{\prime}$. Then there exist coface maps $d_{A_{1}, B_{1}}: V_{1} \rightarrow U$ and $d_{A_{2}, B_{2}}: V_{2} \rightarrow U$ such that $\delta_{A_{1}, B_{1}}\left(z_{1}^{\prime}\right)=y_{1}$ and $\delta_{A_{2}, B_{2}}\left(z_{2}^{\prime}\right)=y_{2}$.

Therefore we have $\phi_{d_{1}}[U] \circ \delta_{A_{1}, B_{1}}\left(z_{1}^{\prime}\right)=\phi_{d_{1}}[U]\left(y_{1}\right)=x$ and $\phi_{d_{2}}[U] \circ \delta_{A_{2}, B_{2}}\left(z_{2}^{\prime}\right)=$ $\phi_{d_{2}}[U]\left(y_{2}\right)=x$. This then means that $\delta_{A_{1}, B_{1}}\left(z_{1}\right)=x=\delta_{A_{2}, B_{2}}\left(z_{2}\right)$. By definition of el $(X)$ this means that there exist morphisms $f:(U, x) \rightarrow\left(V_{1}, z_{1}\right)$ and $g:(U, x) \rightarrow\left(V_{2}, z_{2}\right)$ such that $F(f)[U]\left(x^{\prime}\right)=y_{1}$ and $F(g)[U]\left(x^{\prime}\right)=y_{2}$, which proves the statement.

Proof of Theorem 19 on Page 8. Let $\left(X, X_{\perp}, X^{\top}\right)$ be a HDA and suppose that $X$ is empty (for all objects $U$ of $\square$ we have $X[U]=\emptyset$ ). Then we can express $X$ as the filtered colimit of the diagram $H: D \rightarrow$ HDA where $D$ is a discrete category containing only a single object $d$ (and therefore also a filtered category) with $F(d)=X$.

Let $\left(X, X_{\perp}, X^{\top}\right)$ be a non-empty HDA. By the density theorem, every precubical set can be expressed canonically as the colimit of finite precubical sets, i.e, there exists a diagram $F: D \rightarrow \mathbf{P S h}(\square)$, so that $X \cong \operatorname{colim}_{d \in D} F(d)$. We convert this diagram into a diagram of finite HDA $F: D \rightarrow$ HDA where $x \in F(d)_{\perp} \Longleftrightarrow \phi_{d}(x) \in X_{\perp}$ and $x \in F(d)^{\top} \Longleftrightarrow \phi_{d}(x) \in X^{\top}$. The colimit of this diagram of HDA is exactly $\left(X, X_{\perp}, X^{\top}\right)$ which is by definition of the colimit of HDA.

The category $D$ used in the density theorem is the category of elements el $(X)$ of $X$. Let $S$ be a finite full subcategory of $\mathrm{el}(X)$ and let $G_{S}: S \rightarrow$ HDA be the finite diagram of HDA where $G_{S}(d)=F(d)$ for every object $d$ of $S$ and $G_{S}(f)=F(f)$ for every morphism $f: d \rightarrow e$ in $S$.

Let $E$ be the (small) category of finite full subcategories of $\mathrm{el}(X)$ where the morphisms are the canonical inclusion functors. The category $E$ is filtered since it is not empty, has no parallel morphisms and for each pair of objects $S_{1}$ and $S_{2}$ of $E$ there exists a third object $S_{3}$ (the full subcategory of el $(X)$ with obj $\left.\left(S_{3}\right)=\operatorname{obj}\left(S_{1}\right) \cup \operatorname{obj}\left(S_{2}\right)\right)$ and morphisms $f_{1}: S_{1} \rightarrow S_{3}, f_{2}: S_{2} \rightarrow S_{3}$.

Let $H: E \rightarrow$ HDA be the filtered diagram with $H(S)=\operatorname{colim}_{s \in S} G_{S}(s)$ for all $S \in E$. Because $G_{S}: S \rightarrow$ HDA is a finite diagram of finite HDA its colimit $H(S)$ must be a finite HDA as well. For all $S_{1}, S_{2} \in E$ there exists a morphism $f: S_{1} \rightarrow S_{2}$ if and only if $S_{1}$ is a full subcategory of $S_{2}$. In this case $\operatorname{colim}_{s \in S_{2}} G_{S_{2}}(s)$ is a cocone of the diagram $G_{S_{1}}: S \rightarrow$ HDA which gives us the unique HDA map $H(f): H\left(S_{1}\right) \rightarrow H\left(S_{2}\right)$. This makes $H: D \rightarrow$ HDA a well-defined filtered diagram of finite HDA.

Each $S \in E$ is a full subcategory of $\operatorname{el}(X)$ with $G_{S}(d)=F(d)$ for all $d \in S$ and $G_{S}(f)=F(f)$ for all morphisms $f$ in $E$. Therefore $X$ is a cocone of each $G_{S}: S \rightarrow$ HDA which gives us the unique HDA maps $\varphi_{S}: H(S) \rightarrow X$. Due to the properties of cocone maps we get that for each pair of objects $S_{1}, S_{2} \in E$ with the morphism $f: S_{1} \rightarrow S_{2}$ we have $\varphi_{S_{2}} \circ H(f)=\varphi_{S_{1}}$, which makes $(X, \varphi)$ a cocone of $H: E \rightarrow$ HDA.

Suppose that we have an object $U \in \square$ and an element $x \in X[U]$. Since $(X, \phi)$ is a colimit of $F: \mathrm{el}(X) \rightarrow$ HDA there by definition exists a $y \in F((U, x))[U]$ such that $\phi_{x}[U](y)=x$. By definition there is a category $S_{x}$ in $E$ containing only the object $(U, x)$ which means that we have $H\left(S_{x}\right)=\operatorname{colim}_{d \in S_{x}} G_{S_{x}}=F((U, x))$. In this case the cocone map $\varphi_{S_{x}}$ is the same as the injection map $\phi_{(U, x)}$, which then gives us $\varphi_{S_{x}}[U](y)=x$.

Suppose that we have $S_{1}, S_{2} \in E$ and $x_{1} \in H\left(S_{1}\right)[U], x_{2} \in H\left(S_{2}\right)[U]$ for a certain object $U \in \square$ such that $\varphi_{S_{1}}[U]\left(x_{1}\right)=\varphi_{S_{2}}[U]\left(x_{2}\right)$. Since $E$ is filtered we can simply assume that $S=S_{1}=S_{2}$.

Per definition we have the colimit $(H(S), \theta)$ of $G_{S}: S \rightarrow$ HDA. Then Lemma 46 gives us that there exist $d_{1}, d_{2} \in S$ such that there exist $y_{1} \in G_{S}\left(d_{1}\right)[U]$ and $y_{2} \in G_{S}\left(d_{2}\right)[U]$ such that $\theta_{d_{1}}[U]\left(y_{1}\right)=x_{1}$ and $\theta_{d_{2}}[U]\left(y_{2}\right)=x_{2}$.

Then because $(X, \phi)$ is a cocone of $G_{S}: S \rightarrow$ HDA with the cocone map $\varphi_{S}: H(S) \rightarrow X$ we get

$$
\phi_{d_{1}}\left(y_{1}\right)=\varphi_{S} \circ \theta_{d_{1}}[U]\left(y_{1}\right)=\varphi_{S}[U]\left(x_{1}\right)=\varphi_{S}[U]\left(x_{2}\right)=\varphi_{S} \circ \theta_{d_{2}}[U]\left(y_{2}\right)=\phi_{d_{2}}\left(y_{2}\right)
$$

This gives us $\phi_{d_{1}}\left(y_{1}\right)=\phi_{d_{2}}\left(y_{2}\right)$ and therefore because of Theorem 45 we get $y_{1} \sim y_{2}$ in $F: \operatorname{el}(X) \rightarrow$ HDA.

Then because of Lemma 54 there exists a $d_{3} \in \operatorname{el}(X)$ and morphisms $f: d_{3} \rightarrow d_{1}$ and $g: d_{3} \rightarrow d_{2}$ in el $(X)$ such that there exists a $y_{3} \in F\left(d_{3}\right)[U]$ with $F(f)[U]\left(y_{3}\right)=y_{1}$ and $F(g)[U]\left(y_{3}\right)=y_{2}$. We have $d_{3}=(V, z)$ for some object $V \in \square$ and some $z \in X[V]$.

This gives us that there exists a $S^{\prime} \in E$ with obj $\left(S^{\prime}\right)=S \cup\{(V, z)\}$ and a morphism $h: S \rightarrow S^{\prime} . S^{\prime}$ by definition includes $d_{1}, d_{2}$ and $d_{3}$ and the morphisms $f$ and $g$ which gives us that

$$
\begin{aligned}
& H(h)[U]\left(x_{1}\right)=H(h) \circ \theta_{d_{1}}[U]\left(x_{1}\right)=\theta_{d_{1}}^{\prime}[U]\left(y_{1}\right) \\
& =\theta_{d_{2}}^{\prime}[U]\left(y_{2}\right)=H(h) \circ \theta_{d_{2}}^{\prime}[U]\left(y_{2}\right)=H(h)[U]\left(x_{2}\right)
\end{aligned}
$$

with $\left(H\left(S^{\prime}\right), \theta^{\prime}\right)$ being the colimit of $G_{S^{\prime}}: S^{\prime} \rightarrow$ HDA. This gives us that for all $x_{1} \in$ $H\left(S_{1}\right)[U]$ and $x_{2} \in H\left(S_{2}\right)[U]$ we have $x_{1} \sim x_{2} \Longleftrightarrow \varphi_{d_{1}}[U]\left(x_{1}\right)=\varphi_{d_{2}}[U]\left(x_{2}\right)$.

From Lemma 47 it then follows that $(X, \phi)$ is a filtered colimit of $H: E \rightarrow$ HDA assuming that the starting and accepting cells are correct. Because of the way we defined $F: \operatorname{el}(X) \rightarrow$ HDA this is the case. If $x \in X[U]$ and $x \in X_{\perp}$ then $F(d)$ with $d=(U, x)$ is defined such that for the element $y \in F(d)[U]$ with $\phi_{d}[U](y)$ we have $y \in F(d)_{\perp}$. For $S_{x} \in E$ the full subcategory containing only $d=(U, x)$ we then have $H\left(S_{x}\right)=F(d)$ such that $\varphi_{S_{x}}[U](y)=x$. Analogously the same is true for the accepting cells.

- Lemma 55. Every compact precubical set or HDA is finite.

Proof. We will again only consider the HDA. Let $X$ be a compact HDA and let $F: D \rightarrow$ HDA be a filtered diagram of finite HDA with the filtered colimit $(X, \phi)$ as per Theorem 19. Then, since $X$ is compact, we have

$$
\underset{d \in D}{\operatorname{colim}} \operatorname{Hom}(X, F(d)) \cong \operatorname{Hom}(X, \underset{d \in D}{\operatorname{colim}} F(d)) \cong \operatorname{Hom}(X, X)
$$

As a consequence, we get that the identity map $\operatorname{id}_{X}$ factors through a map $X \rightarrow F(d)$. Since $F(d)$ is a finite HDA, $X$ has to be finite as well.

Proof of Theorem 18 on Page 8. This follows from Lemma 51 and Lemma 55.

## C. 4 Proofs for Section 4.1

Proof of Lemma 25 on Page 9. This follows directly from the definition of ev.
Proof of Lemma 26 on Page 9. If $P \in L(X)$ then there exists a path $\alpha$ in $X$ with $\ell(\alpha) \in$ $X_{\perp}$ and $r(\alpha) \in X^{\top}$ such that ev $(\alpha)=P$. Lemma 25 gives us that $f(\alpha)$ is a path in $Y$ and because HDA maps preserve starting and accepting cells we have $\ell(f(\alpha)) \in X_{\perp}$ and $r(f(\alpha)) \in X^{\top}$ and therefore $P=\operatorname{ev}(\alpha)=\operatorname{ev}(f(\alpha)) \in L(Y)$.

In the case that $f: X \rightarrow Y$ is an isomorphism there exists an inverse map $f^{-1}: Y \rightarrow X$, which gives us $L(Y) \subseteq L(X)$ as well and therefore $L(X)=L(Y)$.

## C. 5 Proofs for Section 5

Diagram for Definition 33:


$$
P \underset{f^{\prime \prime}}{\stackrel{f^{\prime}}{\Longrightarrow}} Y \xrightarrow{e} R
$$

Proof of Theorem 34 on Page 12. We only have to prove that essential uniqueness holds for any factorisation of $f$ into $f=h \circ f^{\prime}$. In fact, it suffices to factorise $h$ into $X \xrightarrow{e} R \xrightarrow{m}$, where $e$ is epi and $m$ is mono. Suppose there is $f^{\prime \prime}$ with $f=h \circ f^{\prime \prime}$. Then we have $m e f^{\prime}=h f^{\prime}=f=h f^{\prime \prime}=m e f^{\prime \prime}$ and thus, since $m$ is mono, we get $e f^{\prime}=e f^{\prime \prime}$.

Proof of Theorem 35 on Page 12. One direction is clear: if $D \rightarrow \mathbf{H D A}_{c}$ is a filtered diagram, then $\operatorname{colim}\left(D \rightarrow \mathbf{H D A}_{c} \rightarrow \mathbf{H D A}\right)$ is locally compact because filtered colimits in lfp categories factor essentially uniquely through colimit inclusions.

For the other direction, we use that for every $x \in X[U]$ we can generate a compact sub-precubical set $\langle x\rangle \hookrightarrow X$ that contains $x$ and all its boundary cells. This inclusion factor essentially uniquely into an inclusion of a compact HDA, since $X$ is locally compact. This gives us an inclusion of HDA into colim $U_{X}$ for every $U$ and $x \in X[U]$. It is easy to see that these inclusion jointly set up an isomorphism.

Proof of Theorem 42 on Page 14. Suppose there is a HDA $X \in \mathbf{H D A}_{\mathrm{fb}}$ with finite initial states, such that $L(X)=L(A)^{(*)}=\{(a)\}^{(*)}$. We partition $L(X)$ into languages $L_{x}$ for $x \in X_{\perp}$. Since $X_{\perp}$ is finite, each $L_{x}$ must be infinite. Thus for every $\underbrace{(a)\|\cdots\|(a)}_{n} \in L_{x}$ there must be an $n$-cell of which $x$ is a boundary. But then $X$ has infinitely many branches at $x$, and thus $X$ cannot exist with the proclaimed properties.

