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Abstract. Electronic devices that populate the Internet of Things play
increasingly important roles in our everyday lives. When these devices
process, store, or communicate personal or company-critical data, dig-
ital security becomes a necessity. However, mechanisms to secure elec-
tronic systems have a significant influence on the cost of the system and
come with an overhead in energy consumption, computational delay, and
(silicon) chip area. Therefore, developing secure electronic systems is a
balancing act between minimizing the overhead and maximizing the secu-
rity. Moreover, in rapidly evolving markets, there is another parameter
that can have a negative influence on the security strength of electronic
devices, namely the time to market: it takes longer to bring a secure
product to the market than to develop a product with no or little secu-
rity measures in place.

In the PROACT project, we tackle the challenge of maximizing the
security strength while minimizing the overhead w.r.t. energy consump-
tion, computational delay, and hardware resources, as well as reducing
the time to market of digital electronic systems. We specifically focus on
the fast development of efficient cryptographic hardware with protection
against physical attacks, i.e., attacks that exploit the physical imple-
mentation of cryptographic algorithms. Physical attacks are categorized
into (1) side-channel analysis attacks that target the extraction of secret
information by monitoring side-channels like the power consumption, the
electromagnetic emanation or the timing of the device, and (2) fault anal-
ysis attacks that aim at introducing computational errors that lead to
the leakage of secret information. Physical security is of vital importance
when potential attackers can easily get in the vicinity of an electronic
system. This is the case in, e.g., medical sensor devices, wearables and
implants, which are typically constrained in energy budget, cost and form
factor, and are therefore the perfect use case for the results of PROACT.
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1 Introduction and Envisioned Contributions

As digital data are omnipresent in our daily lives, the need for digital security
is growing rapidly. This is illustrated by popular media frequently reporting
on attacks that expose the security flaws of real-life electronic systems. A very
powerful type of attack is a physical attack, which exploits the physical imple-
mentation of a cryptographic algorithm, as shown in Fig. 1. The first category
of physical attacks is side-channel analysis attacks [1], which analyze the infor-
mation available through side channels, such as the power consumption, the
electromagnetic (EM) emanation, or the timing behavior of an electronic sys-
tem. Another type of physical attack is a fault analysis attack [2], which perturbs
the system, e.g., through the injection of a laser beam, a clock glitch, or a power
supply glitch, in order to retrieve secret information. Especially for Internet-of-
Things (IoT) devices, physical attacks form an underestimated threat and must
be dealt with through proper countermeasures.

To achieve the highest level of physical security, protection mechanisms must
be foreseen throughout all steps in the knowledge value chain: in the design of
cryptographic algorithms, the design of cryptographic circuits, and the physical
implementation of cryptographic chips. Additionally, design choices made in one
of these steps introduce constraints in other steps, such that interaction between
the steps in the chain is indispensable. PROACT covers the entire knowledge
value chain in the development of physically secure cryptographic hardware,
from algorithms to fabricated chips.

Fig. 1. Examples of physical attacks (i.e., fault analysis and side-channel analysis) on
an IoT device.

Since many IoT devices are limited in energy/power consumption and com-
puting resources, implementing countermeasures is challenging. Manual efforts
by experienced designers can be effective but are prone to errors and do not
lead to optimal results when the design space is large. Existing design automa-
tion tools can optimize towards low energy/power and low resources but do
not take into account physical security. PROACT develops design automa-
tion tools with low energy/power consumption, low computational
resources, and high physical security strength as optimization goals.
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The IoT market consists of rapidly evolving applications. Therefore, mini-
mizing the time to market of new products and services is crucial to survive for
companies that operate in this market segment. However, evaluating the physi-
cal security of a cryptographic chip is typically something that is done after the
(silicon) chip is fabricated. This makes the elapsed time between the design of a
cryptographic algorithm/circuit and the physical security evaluation very long.
A weakness detected in the evaluation phase leads to a re-spin of the chip, taking
away the competitive advantage of the company that intends to be the first to
bring a new IoT application to the market. PROACT designs, implements,
and validates a pre-silicon simulator for physical security to maximize
the chances of first-time-right cryptographic chips.

The aforementioned design automation tools and pre-silicon simulator facili-
tate our proposed modifications to the traditional design flow for cryptographic
hardware as shown in Fig. 2. The physical security simulation becomes a new cru-
cial step in the flow, just before the chip fabrication, because an early feedback
on the security strengths of the chip could trigger important physical security
related improvements on the cryptographic algorithm/hardware design, thereby
significantly reducing the time to market of the chip.

Fig. 2. Proposed modifications to the traditional design flow.

In PROACT we aim to answer the following research questions:

– What are the problems with respect to physical security in existing cryp-
tographic algorithms, and how can we design algorithms that are resilient
against physical attacks?

– Which cryptographic circuits have optimal physical security strength, energy
consumption, resource occupation, and performance, or an optimal trade-off
of these properties?

– How can we use design automation to improve the efficiency and the physical
security of cryptographic circuits?

– How can we design a pre-silicon physical security simulator with optimal
accuracy and simulation speed?

– How can we use artificial intelligence to improve the accuracy and simulation
speed of the pre-silicon simulator?
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– Which state-of-the-art and beyond-state-of-the-art analysis methods can be
used to perform a systematic evaluation of the developed cryptographic chips
and validation of the pre-silicon simulator?

2 Project Goals and Status of the Conducted Research

The research and development work in the PROACT project is divided across
four work packages (WP1, WP2, WP3, and WP4), each having their own specific
goals that jointly contribute to the main project objectives introduced in Sect. 1.

2.1 WP1: Algorithm Design

The goal of the first work package is to have a process allowing the feedback from
the other work packages on the design of cryptographic algorithms and their
implementation, in the form of requirements, restrictions and recommendations.
Requirements we are thinking of are the following:

– Low latency: applications such as memory or pointer encryption [16] for pro-
tection against micro-architectural attacks require low latency: a very short
time between the availability of specific inputs (plaintext, ciphertext, memory
address, . . . ) and the output (plaintext or ciphertext). Moreover, the latency
of a circuit is correlated to its energy consumption [2,10], so low latency is
also a recommendation for lightweight use cases that run on battery power.

– Suitability for masking and threshold implementation: if side channel attacks
such as power or electromagnetic analysis are a threat and countermeasures
against these attacks at mode level are not an option or undesirable, masking
or threshold implementations may be a cost-effective countermeasure. This
requirement usually boils down to limiting non-linear operations in the round
function to have low algebraic degree.

– Suitability for protection against sophisticated fault attacks like Statistical
Ineffective Fault Attacks (SIFA) [13]. One very promising countermeasure is
to implement the cipher using the combination of toffoli gates and masking as
laid out in [8]. Clearly the cipher shall be suited to be implemented efficiently
with those building blocks.

– Suitability for instruction/operation shuffling and having equivalent repre-
sentations. When protecting against power or electromagnetic analysis but
also faults, the ability to execute the operations in a round function in differ-
ent orders, called shuffling provides an additional layer of protection on top
of masking or threshold implementations. The suitability of a round func-
tion for shuffling is strongly determined by the amount of parallelism in the
cipher. For example in AES [11] the 16 S-box computations can be done in
any order. Equivalent representations are the result of symmetry and can be
useful against fault attacks in the presence of redundant computations. The
attack vector is then to force the same fault twice and the existence of equiv-
alent representations allows randomizing the location where the computation
takes place [17].
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These are just a few examples and we expect a myriad of requirements, restric-
tions and recommendations to originate from the other work packages or more
in general of the design flow.

2.2 WP2: Circuit Design and Design Automation

We are designing a circuit, nicknamed the PROACT chip, to obtain real mea-
surements (e.g., circuit power consumption, timing performance, etc.) needed
for the design of the pre-silicon physical security simulator, and for evaluation
and validation of the simulator. Currently, we are designing and selecting bench-
mark circuits for the PROACT chip. The PROACT chip will allow side-channel
analysis of cryptographic software executed on a general-purpose CPU as well as
side-channel analysis of custom cryptographic hardware, i.e., cryptographic co-
processors. We are also considering protected software and hardware implemen-
tations. This approach ensures a holistic evaluation of the security of a system
on a chip.

The first version of the PROACT chip, shown in Fig. 3, is currently proto-
typed on a Field-Programmable Gate Array (FPGA) and will later be fabricated
as a dedicated ASIC chip. This design leverages a RISC-V core (Ctrl-RV) and two
32-bit registers (Control Reg and Status Reg) to control the system. The main
general-purpose CPU component is a second RISC-V core (SW-RV in Fig. 3)
dedicated to executing cryptographic software. We selected the Ibex core for
this project, an open-source 32-bit RISC-V CPU written in System Verilog [12].
Furthermore, the PROACT chip will include cryptographic co-processors, such
as Ascon [7], Xoodyak [9], and AES [1].

Fig. 3. The PROACT chip block diagram.
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The controller (Ctrl-RV) is programmed using the Serial Peripheral Inter-
face protocol (SPI Bridge in Fig. 3). Once initialized, this controller establishes
a UART-based communication channel with a host computer for processing com-
mands and controls. For instance, when loading the SW-RV instruction and data
memories, the configuration commands need to specify the size and desired start
addresses for the SW-RV instruction and data memory segments. When the SW-
RV memories are loaded, the Ctrl-RV sets a flag in the Control Reg to activate
SW-RV and waits for a specified flag in the Status Reg, indicating that SW-
RV completed the execution. Similar control mechanism is implemented for the
co-processors. The PROACT chip is designed as a cooperative target and sets
appropriate triggers for precise power (or other) trace acquisition.

In parallel to the PROACT chip development, we are evaluating the accuracy
and usefulness of power consumption estimation data, obtained from Cadence
synthesis tools at different levels of abstraction, for the purpose of physical secu-
rity evaluation of VLSI circuits. This includes selecting appropriate scope, e.g.,
circuit submodules and (interface) signals, and signals coverage of the circuit
testbenches.

2.3 WP3: Pre-silicon Physical Security Simulator Design

Side-channel attacks that leak sensitive information through a computing
device’s interaction with its physical environment have proven to severely
threaten the security of a device when adversaries have physical access to the
device. Traditional approaches for leakage detection measure the physical prop-
erties of the device. Hence, they cannot be used during the design process and
fail to provide root cause analysis. An alternative approach gaining traction is
automating leakage detection by modeling the device. This work package aims to
develop a simulator that takes a digital circuit design after synthesis, placement,
and routing as input. The goal is to perform simulations of the physical security
of the design, i.e., of the side-channel leakage and the effect of a fault injec-
tion. Artificial intelligence will enable the fast and accurate simulation of large
circuit designs. The input for the training phase will consist of fabricated bench-
mark circuits and accompanying measurement data for physical security. These
benchmark circuits will be selected based on a thorough analysis of the typical
components of cryptographic circuits. The PROACT chip, discussed in Sect. 2.2,
includes such benchmark circuits that will be measured. The goal is to determine
which circuits are the most useful for training the simulator. At the end of the
PROACT project, this will lead to guidelines for technology companies to gener-
ate the benchmark circuits and make the measurement data available. Following
this approach, the technology can be characterized for physical security, and the
simulator can be trained for this specific technology.

As a first step in the project, we investigated the state of the art for designing
side channel simulators. In this study [6], we classify approaches to automated
leakage detection based on the model’s source of truth. We organize the existing
tools on two main parameters: whether the model includes measurements from
a concrete device and the abstraction level of the device specification used for
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constructing the model. We survey the proposed tools to determine the current
knowledge level across the domain and identify open problems. In particular,
we highlight the absence of evaluation methodologies and metrics that compare
proposals’ effectiveness across the field. Our results help practitioners who want
to use automated leakage detection and researchers interested in advancing the
knowledge and improving automatic leakage detection. In this study, we made
an inventory of available tools1, and we determined the methods for automating
leakage detection and summarized open problems. One of the conclusions is that
no side channel simulator is available for RISC-V architectures like the one we
made in this project. One of our main findings shows that creating a side channel
simulator is primarily based on manual work and prohibitively effort-intensive.
Capturing microarchitecture events characteristic to complex processors, such as
pipeline stalls or misprediction, is an open problem. We found no evidence that
AI techniques have been used to automate the manual work required to build a
side-channel simulator.

One challenge for using AI techniques is the availability of labeled datasets.
The conventional side-channel analysis demands substantial manual effort for
setup preparation and trace recording, rendering it more intricate during the
dynamic design phase, where software alterations occur frequently. Addition-
ally, limited hardware descriptions and restricted access to process technology
information have hindered identifying the specific instruction(s) responsible for
leakage. We introduce ABBY [5], an open-source side-channel leakage profiling
framework that targets the microarchitectural layer. Existing solutions to char-
acterize the microarchitectural layer are device-specific and require extensive
manual effort. ABBY’s main innovation is data collection, which can then auto-
matically describe the microarchitectural behavior of a target device and has
the additional benefit of being extendable to similar devices. Using ABBY, we
created two datasets that capture the interaction of instructions for the ARM
CORTEX-M0/M3 architecture. These sets are the first to capture detailed infor-
mation on the microarchitectural layer. They can be used to explore various leak-
age models suitable for creating side-channel leakage simulators. These attributes
encompassed instruction interactions, operand interactions, pipeline effects, and
memory transaction interactions. We delved into linear and nonlinear (predom-
inantly deep learning-based) leakage models with the datasets acquired. The
effectiveness of these leakage models was subsequently evaluated and compared
using evaluative metrics such as the adjusted R2, F -test, and actual side-channel
attack outcomes. A preliminary evaluation of a leakage model produced with our
dataset of real-world cryptographic implementations shows performance compa-
rable to state-of-the-art leakage simulators. To showcase the effectiveness of the
ABBY framework and assess the quality of the dataset it produces, we con-
structed a leakage model based on the ABBY-CM0 dataset. Our comparisons
between this model and ELMO yielded strikingly similar results, underscoring
the high caliber of the ABBY-CM0 dataset. To examine ABBY’s scalability, we
curated the ABBY-CM3 dataset. Concurrently, we designed a side-channel power

1 https://ileanabuhan.github.io/Tools/.

https://ileanabuhan.github.io/Tools/
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simulator targeting the ALU component, drawing insights from the ABBY-CM3
dataset. Compared with the actual board, the simulator’s performance was on
par, further attesting to the impeccable quality of the ABBY-CM3 dataset.

We performed a similar study considering tools for protecting implemen-
tations against fault injection attacks [3]. Fault injection attacks have caused
implementations to behave unexpectedly, resulting in a spectacular bypass of
security features and even the extraction of cryptographic keys. Developers want
to ensure the robustness of the software against faults and eliminate production
weaknesses that could lead to exploitation. Several fault simulators that promise
cost-effective evaluations against fault attacks have been released. In [3], we set
out to discover how suitable such tools are for a developer who wishes to create
robust software against fault attacks. We found four open-source fault simulators
that employ different techniques to navigate faults, which we objectively com-
pare and discuss their benefits and drawbacks. Unfortunately, none of the four
open-source fault simulators use artificial intelligence (AI) techniques. However,
AI was successfully applied to improve the fault simulation of cryptographic
algorithms, though none of these tools is open source. We suggest improvements
to open-source fault simulators inspired by the AI techniques used by crypto-
graphic fault simulators.

2.4 WP4: Evaluation and Validation

Millions of products undergo rigorous security evaluations every day in evalu-
ation laboratories around the world [20]. Testing for side-channel resistance is
a key aspect of security evaluations for implementations featuring cryptogra-
phy. The effort involved in testing is considerable, and the stakes for companies
are high [4]. Moreover, cryptographic implementations often go through multi-
ple cycles of leakage evaluation, e.g., as specified in ISO/IEC 17825:2016. Such
a process is costly because it requires a high level of expertise and significant
manual labor, especially when considering resourceful adversaries [23].

In recent years, developments in deep learning-based side-channel analysis
(DLSCA) have made it one of the obvious choices when evaluating/validating the
security of devices. While this trend is mostly academic for now, we expect the
industry will soon follow with developments of various standards; for instance,
there is a new standard draft for minimal requirements for evaluating machine
learning-based SCA resistance.2 In the process of the DLSCA evaluation, there
are a number of questions to consider. What AI technique to use? How to tune it?
Do we need trace pre-processing or feature engineering? What are the appropri-
ate metrics to evaluate the security? What threat model to assume? How many
side-channel measurements are necessary? How does a neural network defeat an
implementation with a countermeasure?

Hyperparameter tuning represents one of the central points to achieving pow-
erful deep learning performance, and SCA is no exception, with several directions
to follow:
2 Minimum Requirements for Evaluating Machine-Learning based Side-Channel Att

ack Resistance.

https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Zertifizierung/Interpretationen/AIS_46_AI_guide.pdf?__blob=publicationFile&v=4
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Zertifizierung/Interpretationen/AIS_46_AI_guide.pdf?__blob=publicationFile&v=4
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1. Random/grid search. While random/grid search is easy to mount and can give
excellent results (like in the current state-of-the-art), one still needs to define
appropriate hyperparameter ranges that should be sufficiently small. Addi-
tionally, one commonly needs to evaluate many random models to improve
the chances of obtaining good models.

2. Advanced tuning techniques. DLSCA investigated techniques like Bayesian
optimization [26] and reinforcement learning [21], which exhibit excellent
attack performance. Still, such techniques can be computationally expensive
and have additional parameters to tune (shifting the problem from tuning the
neural network hyperparameters to tuning the search technique parameters).

3. Methodologies. Methodologies can provide a systematic way to build neural
networks that perform well in DLSCA. Unfortunately, it is difficult to design
a methodology that is easy to follow and works for diverse targets/leakage
models/neural network architectures.

It is also necessary to consider what features of side-channel traces will be
inputted into neural networks. The first works on machine learning (and tem-
plate attack) required a precise selection of features, making the effort in the
feature engineering phase often much more significant than running the attack
itself. Moving to the deep learning techniques brought promise that we require
less feature engineering, allowing more time for hyperparameter tuning. As such,
the common approach was to consider an interval of features that leaks the
most [20]. Still, recent results showed that there is a further benefit when pro-
viding raw traces to neural networks, as it is possible to mount even optimal
attacks (those that require only a single attack trace), but at the cost of more
effort in hyperparameter tuning [18]. Thus, we reached a trade-off between the
effort in feature engineering and hyperparameter tuning. Interestingly, the latest
works showcased that it is possible to reach optimal attacks even if we provide
“only” an interval of features, but then, the neural network architectures must
be more complex, even using language models [15]. That being said, using all
features is not possible for any profiling attack, as already discussed. Thus, it
was shown possible to make a more powerful feature engineering phase based on
a novel distance metric customized for SCAs, allowing the template attack to
compete or even outperform state-of-the-art DLSCA [25]. Extending this concept
further, it is possible to design custom loss functions for DLSCA that consider
the most relevant features (e.g., features processed by the deep layers of neural
networks) [30]. Finally, an important part of making the attacks more powerful
is also understanding why the attacks work, as such knowledge can improve not
only the attack perspective but also the future design of countermeasures [19].

Running supervised deep learning-based SCA is not ideal for any attack sce-
nario. Often, it becomes necessary to relax the assumptions on the attacker power
and not assume anymore that there is a clone device or that the leakage model is
known. One example in that direction is when the adversary possesses a similar
implementation that can be used as a white-box reference design [14]. Moreover,
recent works show it is possible to move toward non-profiled DLSCA by using
the bijective relationship between the plaintexts and a fixed key [27]. Then, by
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following this, it is possible to mount attacks that even rival profiling DLSCA.
Still, this approach can be considered non-profiled but not unsupervised because
we still build labels. Luckily, it is possible to move toward non-profiled DLSCA
by using, e.g., the multi-regression output approach [22]. Such an approach can
be further improved by using techniques like ensembles and data augmentation.
On the other hand, it is possible to consider different SCA paradigms, like col-
lision attacks in the DLSCA setting [28]. In settings where we cannot assume
the knowledge of leakage models, it is possible to run the attacks in model-free
settings [24]. Finally, for settings where the evaluator has only a limited number
of profiling traces, it is possible to make such attacks more powerful by examin-
ing the relationship between all possible key candidates, which leads to a novel
metric describing the generalization power of a profiling model [29].

3 Conclusion and Next Steps

PROACT aims at adding the physical security dimension to the design flow of
ASICs, which typically only focuses on the optimization of energy consumption,
computational delay and hardware resources. The achieved results so far include
(1) the design of a system on chip that is prototyped on an FPGA and almost
ready for tape-out, (2) a suitability analysis and comparison of existing physical
security simulators, and (3) the improvement of physical attack strategies. Two
tape-outs are planned within the project in order to validate the envisioned
physical security simulator that will be built within the project.
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