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We consider the 2-dimensional range searching problem in the case where all points lie on an integer grid. A new data structure is presented that solves range queries on a \( U \times U \) grid in \( O(k + \log \log U) \) time using \( O(n \log n) \) storage, where \( n \) is the number of points and \( k \) the number of reported answers. Although the query time is very good the preprocessing time of this method is very high. A second data structure is presented that can be built in time \( O(n \log n) \) at the cost of an increase in query time to \( O(k + \sqrt{\log U}) \). Similar techniques are used for solving the line segment intersection searching problem in a set of axis-parallel line segments on a grid. The methods presented also yield efficient structures for dominance searching and searching with half-infinite ranges that use only \( O(n) \) storage. A generalization to multi-dimensional space, using a normalization approach, yields a static solution to the general range searching problem that is better than any known solution when the dimension is at least 3. © 1988 Academic Press, Inc.

1. INTRODUCTION

One of the problems in computational geometry that has received a large amount of attention is the range searching problem. Given a set of \( n \) points in a \( d \)-dimensional space, the range searching problem asks to store these points such that for a given range \( ([A_1, \ldots, B_1] \cdots [A_d, \ldots, B_d]) \) one can efficiently determine which points lie in the range, i.e., report the points \( P = (P_1, \ldots, P_d) \) such that \( A_1 \leq P_1 \leq B_1, A_2 \leq P_2 \leq B_2, \ldots \) and \( A_d \leq P_d \leq B_d \). The range searching problem has many applications in such areas as database design and computer graphics. The problem has been studied in great detail. See, for example, [1, 2, 4, 6, 24, 25]. In the case the structure is static, i.e., no points have to be inserted or deleted, the best known result up to now is by Chazelle [4] who constructs a structure that uses space \( O(n \log^{d-1} n / \log \log n) \) and has a query time of \( O(k + \log^{d-1} n) \). Many trade-offs can be obtained between the query time and the amount of space required (see, e.g., Scholten and Overmars [20]).
In this paper we study the range searching problem on a 2-dimensional grid, i.e., points have integer coordinates between 0 and $U - 1$ where $U$ is called the universe size. On a grid many problems can be solved more efficiently by using table lookup and perfect hashing techniques. Note that lowerbounds, like, e.g., the ones for range searching in Chazelle [5], do not hold on a grid. Hence, solutions that are optimal in arbitrary space might be improvable on a grid. Studying problems on a grid yields potential practical solutions because in many applications points indeed have integer coordinates (e.g., in computer graphics). Only recently a number of papers have discussed problems from computational geometry on a grid (see, e.g., [10, 11, 12, 13, 14, 15, 17, 22, 23]). Problems considered so far are the nearest neighbor searching problem [11, 12], the point location problem [17] and a number of off-line problems, like, e.g., computing the convex hull of a set of points or the intersections in a set of line segments [10, 13, 14, 15].

In this paper we will treat the range searching problem on a grid, i.e., we are given a set of points in $U^2$ and we want to store them such that range queries can be performed efficiently. We will present two different solutions. Our first solution has a query time of $O(k + \log \log U)$, where $k$ is the number of reported answers. Unfortunately the preprocessing time of this method is very high. A second solution uses only moderate preprocessing at the cost of an increase in query time to $O(k + \sqrt{\log U})$. Both structure use $O(n \log n)$ storage.

Both solutions start by looking at the dominance searching problem that asks for locating all points that dominate a given query point. Next this solution is transformed into a solution to the half-infinite range searching problem in which ranges have the form $([A_1, \ldots, B_1], [A_2, \ldots, \infty])$. Both problems can be solved in the time bounds stated above using only $O(n)$ storage. The solutions are based on a combination of the priority search tree of McCreight [16] and the y-fast and q-fast trie of Willard [22, 23].

The paper is organized as follows. In Section 2 we recall some known results and structures that will be used throughout this paper. Readers who are familiar with structures like x-fast tries [22, 23], priority search trees [16], and segment trees [3] can skip this section.

In Section 3 we treat the dominance searching problem and show how it can be solved efficiently on a grid. In Section 4 we generalize the structure for dominance searching to range queries with half-infinite ranges. In Section 5 we use this structure to solve the general range searching problem on a 2-dimensional grid. This solution has a high preprocessing time because it is based on perfect hashing. In Section 6 we demonstrate a second technique that solves the dominance searching problem, the half-infinite range searching problem and the general range searching problem on a grid using table lookup rather than perfect hashing.

These 2-dimensional structures can be generalized to work in $d$-dimensional space as well. In Section 7 it is shown how this can be done.
Moreover, a normalization technique will be presented that turns range searching problems in arbitrary space into grid problems. In this way a new data structure for range searching in arbitrary $d$-dimensional space ($d \geq 3$) is obtained yielding a query time of $O(k + \log^{d-2} n \log \log n)$ using $O(n \log^{d-1} n)$ storage.

The techniques presented for solving range searching on a grid can be used for solving other problems on a grid as well. In Section 8 we show that a similar method can be used to solve the line segment intersection searching problem: Given a set of horizontal line segments, store them such that for any vertical line segment we can efficiently determine which line segments it intersects. Using the segment tree as a basic structure we will show that this problem can also be solved in a query time of $O(k + \log \log n)$ on a grid.

Finally, in Section 9 we give some conclusions and a number of open problems.

Throughout this paper we assume that no two points have a same value for some coordinate. On a grid this is not very realistic. Fortunately, all techniques can easily be generalized to the case where more points have the same value in some coordinate. At relevant places it is briefly indicated how methods can be adapted.

An extended abstract of this paper appeared in [18].

2. PRELIMINARIES

In this section we will describe some known results and data structures that will be used throughout this paper. Those familiar with such structures as $y$-fast tries by Willard [22, 23], priority search trees of McCreight [16], and segment trees as described in, e.g., Bentley and Wood [3], can skip this section.

We first recall a result by Fredman et al. [8] concerning perfect hashing on a grid.

**Theorem 2.1** [8]. Given a set of $n$ keys in a bounded universe of known size $U$, they can be stored using $O(n)$ storage such that for a given key $K$ in this universe one can determine in $O(1)$ time whether $K$ is in the set of keys.

Unfortunately this structure has a very high preprocessing time of $O(n^3 \log U)$. The method really is a hashing scheme in the sense that it can only answer the question whether a given key is present or not. When a key is not present it is unable to find its nearest neighbor, like, e.g., search trees can.

Willard [22] defined a so-called $x$-fast trie that is able to perform such nearest neighbor queries on a 1-dimensional grid efficiently. We will briefly
describe this structure. Let $V$ be a set of $n$ keys in a universe of size $U$. For convenience, we assume the universe consists of the integers $0 \cdots U - 1$. On the universe we build a trie, i.e., a balanced binary tree in which each internal node corresponds to some part of the universe. The root corresponds to the whole universe and the two sons of an internal node $\delta$ correspond to equal halves of the part corresponding to $\delta$. Clearly, the depth of such a trie is bounded by $O(\log U)$ and the trie uses $O(U)$ storage. To reduce the amount of storage required we continue the splitting of the universe only until the part of a node $\delta$ contains 0 or 1 keys. If the part contains 1 key, we make $\delta$ into a leaf and store the key there. We link the leaves in a list such that, once we find a leaf we can easily find its two neighbors. In Fig. 1 an example is shown.

To enable fast searching we augment the structure in the following way. For each level $i$ of the trie we build a structure $H_i$ for perfect hashing (see Theorem 2.1) of the nodes present at this level. Clearly, on level $i$ there are at most $2^i$ nodes, hence, the universe size for $H_i$ is bounded by $2^i$. In this way we can determine in $O(1)$ time whether a given node $\delta$ on some level $i$ is present or not, using $H_i$. It can easily be seen that the structure uses $O(n \log U)$ storage.

To perform a query on the $x$-fast trie with a key $K$ we will look for the leaf $K$ comes in when searching in the trie, but, rather than walking from the root down the tree till we reach a leaf, we perform binary search on the depth of the tree. To this end we compute the node on the middle level through which the search path would go. Because the structure is a trie this can be done in $O(1)$ time. Next we use the $H$ structure at this level to determine whether this node exists. If it does exist, we know that the leaf we are looking for lies on a lower level of the trie and we continue our search there. If the node is not present, the leaf lies in the top half of the tree and we continue there. Hence, in $O(1)$ time we halved the depth of the tree that remains to be searched. In the remaining subtree we recursively do the
same, until the node we check is a leaf. For details see [22]. This leads to a query time of $O(\log \log U)$.

To reduce the amount of storage required we use a technique called pruning (see van Emde Boas [21]). Rather than storing one key at each leaf we store $\log U$ keys at each leaf of the trie. These $\log U$ keys we store in a normal balanced search tree (e.g., an AVL-tree). This clearly reduces the storage to $O(n)$. To search with a key $K$ we first search in the trie. In $O(\log \log U)$ time we find a leaf of this trie. Next we search the AVL-tree stored at this leaf in the normal way. As this AVL-tree contains $\log U$ keys this takes another $O(\log \log U)$ time. Willard [22] calls this pruned trie a y-fast trie.

We conclude:

**Theorem 2.2 [22].** Let $V$ be a set of $n$ keys in a universe of size $U$. We can store $V$ using $O(n)$ storage such that, given a key $K$ we can determine in $O(\log \log U)$ time the largest key in $V \leq K$ (or the smallest key $\geq K$).

Because this structure uses perfect hashing the preprocessing is again very high (bounded only by $O(U^{3/10} \log U)$). Another structure, also due to Willard [23] (independently devised by Karlsson [11]), exists, called a $p$-fast trie, that can be built more efficiently at the cost of a small increase in query time. We will again briefly describe this structure.

Let $f(U) = 2^{\sqrt{\log U}}$. Rather than building a binary trie we construct a trie in which each node has $f(U)$ sons, each son corresponding to an equal part of the universe. Again we only continue splitting until the part corresponding to a node contains 0 or 1 keys. Clearly, this trie has depth $O(\sqrt{\log U})$. To search with a key $K$ we start at the root and search down the trie. Because the structure is a trie, for each internal node on the search path of $K$ we can determine in $O(1)$ time in which son the search has to continue. Hence, we find the required answer in time $O(\sqrt{\log U})$. Unfortunately the structure uses $O(\sqrt{n f(U) \log U})$ storage.

To reduce the amount of storage required, Willard [23] introduced the so-called $q$-fast trie. This is a pruned variant of the $p$-fast trie. We only split until a part contains at most $\sqrt{\log U f(U)}$ keys. These keys we store in an AVL-tree. Searching this AVL-tree costs time $O(\sqrt{\log U})$. For details see [23].

**Theorem 2.3 [23].** Let $V$ be a set of $n$ keys in a universe of size $U$. We can store $V$ using $O(n)$ storage such that, given a key $K$ we can determine in $O(\sqrt{\log U})$ time the largest key in $V \leq K$ (or the smallest key $\geq K$). The structure can be built in time $O(n \sqrt{\log U})$.

(When $\sqrt{\log U} > \log n$, the structure can be built in time $O(n \log n)$. Of course, in this case we better use a simple balanced search tree instead.)

In fact, this structure can be made dynamic but, as we are only dealing with static solutions in this paper, this is not important for our purposes.
Our method for solving the range searching problem on a grid will be based on a technique by Edelsbrunner [6] that is based on the so-called priority search tree by McCreight [16]. We will briefly describe their solution here.

A priority search tree is a structure for solving half-infinite range queries in arbitrary 2-dimensional space (i.e., not necessary on a grid). Let $V$ be a set of $n$ points in the plane. For convenience, we assume that no two points have an equal value for some coordinate. We store the points, ordered with respect to their first coordinate in the leaves of a balanced binary search tree $T$. With each internal node we associate a point of the set in the following way: With the root we associate the point in $T$ with largest $y$-coordinate. With each internal node $\delta$ we store the point in $T_\delta$ (the subtree rooted at $\delta$) with largest $y$-coordinate that has not been stored higher up in the tree. It is clear that this structure uses $O(n)$ storage.

To perform a query with range $([A_1, \ldots B_1], [A_2, \ldots \infty])$ we search with both $A_1$ and $B_1$ in the tree. For each node on the search path we check whether it lies in the range and, if so, report it. All other answers must lie in between the two search paths. Let $\delta$ be a node that lies in between the two search paths, whose father lies on one of the search paths. We will show how to report all answers in $T_\delta$. All points in $T_\delta$ have first coordinate between $A_1$ and $B_1$. Hence, we only have to test whether the second coordinate is larger than $A_1$. $\delta$ contains the point in $T_\delta$ with largest $y$-coordinate. Hence, if this point does not lie in the range, no point in $T_\delta$ does and we are done. If the point does lie in the range we report it and continue looking at the two sons of $\delta$. It is easily shown that the amount of work for finding all the answers in $T_\delta$ is bounded by $O(1)$ plus the number of answers found. Hence, the total query time is $O(n \log n)$ for searching with $A_1$ and $B_1$, another $O(\log n)$ because we have to spend $O(1)$ time in $O(\log n)$ subtrees plus the total number of answers. For details see [16].

**Theorem 2.4** [16]. *Given a set of $n$ points in the plane, they can be stored, using $O(n)$ storage, such that half-infinite range queries can be answered in time $O(k + \log n)$, where $k$ is the number of reported answers.*

Edelsbrunner [6] uses this structure to solve general 2-dimensional range queries in the following way. We construct a balanced binary search tree $T$ in which we store all points, sorted by $y$-coordinate, in the leaves. With an internal node $\delta$ that is the left son of its father we store a priority search tree $P_\delta$ of all points in $T_\delta$. If $\delta$ is the right son of its father we store an inverse priority search tree, i.e., a priority search tree for ranges that extend downward to infinity. The structure takes $O(n \log n)$ storage.

Now assume we want to perform a query with range $([A_1, \ldots B_1], [A_2, \ldots B_2])$. We search with both $A_2$ and $B_2$ in $T$. For some time both search paths will be the same but at some internal node $\delta$ $A_2$ will lie in the
left subtree and \( B_2 \) will lie in the right subtree. Let \( \delta_1 \) be the left son of \( \delta \) and \( \delta_2 \) the right son. Clearly all answers lie in \( T_{\delta_1} \) or \( T_{\delta_2} \). All points in \( T_{\delta_1} \) have second coordinate \( < B_2 \). Hence, we can as well perform a query on them with range \(([A_1 \cdots B_1], [A_2 \cdots \infty])\). For this we can use the structure \( P_{\delta_1} \). Similarly, for the answers in \( T_{\delta_2} \) we can as well perform a half-infinite range query with \(([A_1 \cdots B_1], [-\infty \cdots B_2])\) on \( P_{\delta_2} \). Hence, the total query time is bounded by \( O(k + \log n) \).

**Theorem 2.5** [6]. Given a set of \( n \) points in the plane, they can be stored, using \( O(n \log n) \) storage, such that range queries can be answered in time \( O(k + \log n) \), where \( k \) is the number of reported answers.

Finally let us briefly recall the segment tree. See [3] for details. Let \( V \) be a set of \( n \) intervals \([A_i \cdots B_i]\). We want to store these intervals for solving a so-called stabbing query: Given a point \( p \), determine all intervals that contain \( p \).

To this end we construct a balanced binary tree on all endpoints of intervals. These endpoints we store in the leaves. With each internal node \( \delta \) we store the interval \( I_{\delta} = [L_{\delta} \cdots R_{\delta}] \), where \( L_{\delta} \) is the smallest point in \( T_{\delta} \) and \( R_{\delta} \) is the largest point in \( T_{\delta} \). We will associate intervals in the set \( V \) to internal nodes in the following way: An interval \( I \) we associate to \( \delta \) iff \( I \) contains \( I_{\delta} \) completely and \( I \) does not contain \( I_{\text{father}(\delta)} \). Each interval might be associated to more than one node but never to more than \( O(\log n) \) nodes. In Fig. 2 an example is shown.

To perform a query with a point \( p \) we search with \( p \) in the tree. For each node \( \delta \) on the search path we report all intervals associated with \( \delta \). In this way all intervals containing \( p \) are reported exactly once. See [3] for details.

**Theorem 2.6** [3]. Given a set of \( n \) intervals, they can be stored using \( O(n \log n) \) storage, such that stabbing queries can be answered in time \( O(k + \log n) \), where \( k \) is the number of reported answers.

![Fig. 2. A segment tree.](image-url)
In fact, this is not the best possible result. Using a structure called an interval tree the problem can be solved in time $O(k + \log n)$ using only $O(n)$ storage (see, e.g. [7, 19]).

3. DOMINANCE SEARCHING

Given two points $P = (P_1, P_2)$ and $P' = (P'_1, P'_2)$ we say that $P$ dominates $P'$ iff $P_1 \geq P'_1$, $P_2 \geq P'_2$ and $P \neq P'$. The dominance searching problem asks to store a set of points $V$ such that for any query point $P$ we can efficiently determine those points that dominate $P$. In other words, we look for the points in the north-east quadrant from $P$. See Fig. 3.

To solve the dominance searching problem on a grid, we store all points in an $x$-fast trie with respect to their $x$-coordinate. We transform this $x$-fast trie into a priority search trie by associating to each internal node the point in its subtree with largest $y$-coordinate not stored higher up in the trie.

To allow for very efficient searching we store some extra information with the leaves of the trie. With each leaf $\delta$ we associate a priority search tree $PT_\delta$ containing all points stored at nodes on the search path towards $\delta$. Clearly, $PT_\delta$ contains at most $\log U$ points. Moreover, we store a list $R_\delta$ of pointers to nodes that are the right son of a node on the search path but do not lie on the search path themselves. These nodes we store in $R_\delta$ in decreasing order of $y$-coordinates of the points stored in the nodes. See Fig. 4 for an example of the associated information in a leaf.

The $x$-fast trie itself takes $O(n \log U)$ storage. There are $n$ leaves that each need $O(\log U)$ storage for the $PT$ tree and the list $R$. Hence, the total structure uses $O(n \log U)$ storage.

To perform a query with a point $(x, y)$ we search for the leaf $\delta$ containing the smallest $x$-value $\geq x$. This can be done in $O(\log \log U)$ time using the special search method for $x$-fast tries. (See Section 2.) Next we have to check all points stored at nodes on the search path whether they
dominate the query point. As we do not visit all these nodes during the search for the leaf, we have to test them in a different way. To this end we use the priority search tree $PT_\delta$ stored at $\delta$. (Clearly priority search trees can be used for solving dominance queries.) $PT_\delta$ contains the $O(\log U)$ points on the search path. Hence, the query takes $O(\log \log U)$ time (plus the number of answers found).

All other possible answers must lie in a subtree to the right of the search path towards $\delta$. Searching for answers in such a subtree takes time $O(1)$ plus the number of answers found using the same method as described in Section 2. Looking in each subtree for answers would take at least $O(\log U)$ time. As we cannot afford to spend this amount of time we will take care that we only look in subtrees where we will surely find some answers. To this end we use the list $R_\delta$. Let $\beta$ be the first node in this list. Check the subtree rooted at $\beta$ for possible answers. If we find none, we are done. All other subtrees to the right of the search path must contain points with $y$-coordinates smaller than the $y$-coordinate of the point $p$ stored at $\beta$. Hence, if $p$ is not an answer (i.e., it lies below the $y$-coordinate of the query point) then none of the other points can be an answer. When we do find answers in the subtree rooted at $\beta$, we continue with the next node in $R_\delta$, etc. It is easy to see that in this way we find all the answers in the subtrees.
to the right of the search path in time $O(1)$ plus the total number of answers (we look in at most one subtree where we do not find answers).

**Theorem 3.1.** Given a set of $n$ points in $U^2$, we can store them using $O(n \log U)$ storage such that dominance queries can be answered in time $O(k + \log \log U)$, where $k$ is the number of reported answers.

*Proof.* Follows from the above discussion. □

To reduce the amount of storage required we use pruning. We replace the $x$-fast trie by a $y$-fast trie. This leads to a trie with $O(n/\log U)$ leaves. Each leaf $\delta$ corresponds to at most $\log U$ points. These $\log U$ points we also store in the priority search tree $PT_\delta$. Again we associate points to internal nodes. For a number of leaves there will remain some points that are not stored somewhere at internal nodes. These points we store, ordered by $y$-coordinate, in a list $LIST_\delta$ at $\delta$.

In this way, the tree itself needs $O(n)$ storage. Moreover, each leaf needs $O(\log U)$ storage for $PT_\delta$, $R_\delta$, and $LIST_\delta$, and, as there are $O(n/\log U)$ leaves, the total amount of storage required is bounded by $O(n)$.

Queries are performed in almost the same way. First we determine the leaf $\delta$ where $x$ comes in and we query $PT_\delta$. Next we look in subtrees to the right of the search path using $R_\delta$. When, while finding answers in a subtree we reach a leaf $\beta$, we also have to look at the points in $LIST_\beta$. As the points in $LIST_\delta$ occur in order of $y$-coordinate this can be done in time $O(\text{number of answers})$. It is obvious that the changes do not increase the query time in order of magnitude.

**Theorem 3.2.** Given a set of $n$ points in $U^2$, we can store them using $O(n)$ storage such that dominance queries can be answered in time $O(k + \log \log U)$, where $k$ is the number of reported answers.

We assumed above that no two points had the same value in some coordinate. When two or more points have the same $y$-coordinate there occurs a problem in choosing which point is to be associated to some internal node. There might be more possible choices. It is easy to see that it does not matter which point we take in such a case and that the method described will just run fine. When more points have the same $x$-coordinate we have to be a bit more careful. A simple method for solving the problem is to store only the point $p$ with highest $y$-coordinate. The other points with the same $x$-coordinate as $p$ we store, ordered by decreasing $y$-coordinate in a list associated to $p$. Clearly, we only have to report some of these points when we report $p$. So whenever we have to report $p$ we walk along the list for other answers. All points in the list have their $x$-coordinate larger than the $x$-coordinate of the query point. So the only criteria is whether their $y$-coordinate is larger than the $y$-coordinate of the query
point. So we only have to report some first portion of the points in the list. It is easy to see that this does not increase the query time or amount of storage required.

4. Half-Infinite Ranges

We will now adapt the structure described in the previous section to handle half-infinite range queries of the form \([A_1, \cdots, B_i], [A_2, \cdots, \infty]\). Again we use an \(x\)-fast trie storing all points, ordered by \(x\)-coordinate, in its leaves and associate points to internal nodes to turn it into a priority search trie. Also we store structures \(PT_\delta\) with each leaf \(\delta\) containing the points on the search path towards \(\delta\). But rather than storing one list \(R_\delta\) we store a number of lists \(R^1_\delta, \ldots, R^{\lceil \log U \rceil}_\delta\), where \(R^i_\delta\) contains pointers to nodes on a level \(> i\) that are the right sons of a node on the search path towards \(\delta\) but do not lie on the search path themselves. These nodes are stored in \(R^i_\delta\) in decreasing order of the \(y\)-coordinate of the associated point. In other words, \(R^i_\delta\) is \(R_\delta\) restricted to nodes on levels \(> i\). (Level 1 is the root of the trie, level 2 its sons, etc.) In particular \(R^1_\delta = R_\delta\). Similarly, we store lists \(L^1_\delta, \ldots, L^{\lceil \log U \rceil}_\delta\), where \(L^i_\delta\) contains those nodes on level \(> i\) that are the left sons of a node on the search path but do not lie on the search path themselves, again ordered by decreasing \(y\)-coordinate.

As each list uses \(O(\log U)\) storage and there are \(O(\log U)\) lists for each leaf, the total amount of storage required for the structure is bounded by \(O(n \log^2 U)\).

To perform a query with range \([A_1, \cdots, B_i], [A_2, \cdots, \infty]\) we search with both \(A_i\) and \(B_i\) in the \(x\)-fast trie, finding the leaves they come in within \(O(\log \log U)\) time. Let these two leaves be \(\delta_1\) and \(\delta_2\). We query both \(PT_{\delta_1}\) and \(PT_{\delta_2}\) to find the points on the search paths that lie in the range. Next, we have to look in the subtrees in between the search paths to locate the answers. To do so we first determine the level \(i\) at which the search paths of \(A_i\) and \(B_i\) split (go to different sons). This can easily be done in \(O(\log \log U)\) time using binary search on the depth of the \(x\)-fast trie. The subtrees we have to look in are exactly the ones stored in \(R^i_{\delta_1}\) and \(L^i_{\delta_2}\). Both of these two lists we treat in exactly the same way as we treated the list \(R_\delta\) in Section 3, guaranteeing that we only look in subtrees where we do find answers. This immediately leads to:

**Theorem 4.1.** Given a set of \(n\) points in \(\mathbb{R}^2\), we can store them using \(O(n \log^2 U)\) storage such that half-infinite range queries can be answered in time \(O(k + \log \log U)\), where \(k\) is the number of reported answers.
Again, we can reduce the amount of storage required using pruning. But this time we have to prune a bit more. We continue the splitting process in the x-fast trie until each leaf $\delta$ corresponds to about $\log^2 U$ points. These $\log^2 U$ points we store in $PT_\delta$. Again we associate points to internal nodes and store all points that are left over at $\delta$ in a list $LIST_\delta$ ordered by y-coordinate. In this way we obtain a tree with $O(n/\log^2 U)$ leaves, each requiring $O(\log^2 U)$ storage for storing $PT_\delta$, $LIST_\delta$, and the $L_\delta$ and $R_\delta$ lists.

Queries are performed in the same way. We first find the leaves $\delta_1$ and $\delta_2$, where the search paths for $A_1$ and $B_1$ end. We query $PT_{\delta_1}$ and $PT_{\delta_2}$, which requires $O(\log(\log^2 U)) = O(\log \log U)$ time. Finally, we look in the appropriate subtrees. When we reach a leaf during the search in a subtree we have to walk along the stored list $LIST$ as well. It is easy to see that this does not increase the query time in order of magnitude. We conclude:

**Theorem 4.2.** Given a set of $n$ points in $U^2$, we can store them using $O(n)$ storage such that half-infinite range queries can be answered in time $O(k + \log \log U)$, where $k$ is the number of reported answers.

Handling special cases can be done in exactly the same way as described at the end of Section 3.

5. **Range Searching**

To solve the range searching problem on a grid we use a variation of the technique of Edelsbrunner [6] as described in Section 2. We store all points, ordered with respect to their y-coordinate, in an x-fast trie. With each internal node $\delta$ that is the left son of its father, we store a structure $P_\delta$ for half-infinite range queries as described in the previous section, of all points in the subtree $T_\delta$ rooted at $\delta$. When $\delta$ is right son of its father we associate a similar structure for half-infinite range queries that extend downwards to infinity.

To perform a range query with range $([A_1 \ldots B_1],[A_2 \ldots B_2])$ we search with $A_1$ and $B_1$ in the trie to determine the node $\delta$ where the search paths of $A_2$ and $B_2$ split. This can easily be done in time $O(\log \log U)$. Next we perform a query on $P_{\text{root}(\delta)}$ with range $([A_1 \ldots B_1],[A_2 \ldots \infty])$ and a query on $P_{\text{root}(\delta)}$ with range $([A_1 \ldots B_1],[-\infty \ldots B_2])$. By the same arguments as in [6] this yields the correct answers to the query.

**Theorem 5.1.** Given a set of $n$ points on $U^2$, we can store them, using $O(n \log U)$ storage, such that range queries can be answered in time $O(k + \log \log U)$, where $k$ is the number of reported answers.
Proof. The query time follows from the above discussion. At each level each point is stored in exactly one associated structure. Hence, all associated structures on some level together use $O(n)$ storage. The depth of the trie is $O(\log U)$. The storage bound follows. $\square$

Note that it is essential that the amount of storage required for the half-infinite range query structure is independent of $U$.

The total amount of storage required can be reduced to $O(n \log n)$. To this end we use a normal balanced binary search tree rather than a $x$-fast trie as a main structure. As the depth of a tree is bounded by $O(\log n)$, this structure uses $O(n \log n)$ storage. The problem is to determine in $O(\log \log U)$ time the node $\delta$ where the search paths of $A_2$ and $B_2$ split. This node $\delta$ is the highest node in the tree that contains a splitting value inside the range $[A_2, \cdots, B_2]$. Consider each node $\delta$ at height $h$ with splitting value $v$ as a point $(v, h)$. So we are given a set of $n$ points on a $U \times [\log n]$ grid and we ask for the highest point with first coordinate between $A, \cdots, B,$. It can easily be seen that the structure described in Section 4 for half-infinite range queries (going upwards to infinity) can be used to solve such a query in time $O(\log \log U)$. (The point we search for is either stored on the search path, i.e., in the $PT$ structures at the leaves our search ends in, or it is stored in the root of the first subtree in the appropriate $R$ or $L$ list. Searching the $PT$ trees in this particular case can be done in time $O(\log \log U)$.) We conclude:

**Theorem 5.2.** Given a set of $n$ points on $U^2$, we can store them, using $O(n \log n)$ storage, such that range queries can be answered in time $O(k + \log \log U)$, where $k$ is the number of reported answers.

When more points have a same $y$-coordinate, we just store one of them in the main tree. In the associated structures we, of course, store all of them. It is easy to see that this does not influence the time complexity and amount of storage required.

### 6. Alternative Solutions

A disadvantage of the method described in the previous sections is that the preprocessing time is very high because of the use of perfect hashing techniques. When we want to reduce the preprocessing time we have to avoid the use of perfect hashing. Perfect hashing is only used to locate the leaf a particular point comes in. We will show that it is possible to do this in different ways.

Let $T$ be the structure for half-infinite range queries on a grid as described in Section 4. We adapt $T$ in the following ways: First of all, we
remove all perfect hashing structures. Second, we transform the trie into a tree, splitting at each internal node the set in two equal halves, rather than splitting the universe. Hence, we are left with a normal priority search tree but with the extra information at the leaves. Again we do pruning but only such that each leaf contains about $\log^2 n$ rather than $\log^2 U$ points. To be able to determine the level at which the search paths of $A_1$ and $B_1$ split, we add to each leaf $\delta$ a balanced search tree $R_\delta$ storing all nodes on the search path towards $\delta$. Searching with $B_1$ in the $B_\delta$-tree stored at the leaf $\delta$ where $A_1$ comes in, we can determine the splitting level in time $O(\log \log n)$. This adds $O(\log n)$ storage to each leaf. But because of the pruning, the total amount of storage required for $T$ remains $O(n)$.

The structure can be built in time $O(n \log n)$ by starting at the leaves and working our way upward, later filling in the associated information at the leaves. When the points are already sorted with respect to $x$-coordinate the construction can even be carried out in time $O(n)$. Details are left to the reader.

Once we have located the leaves $A_1$ and $B_1$ are in, the structure can solve the half-infinite query in time $O(k + \log \log n)$ by the same arguments as in Section 4. So the question is how to locate the leaves. There are different solutions for this. In Section 4 we in fact used a $y$-fast trie to do this. A very simple method uses an array $\text{LEAF}$ of $0 \cdots U - 1$ that stores for each possible $x$-coordinate the corresponding leaf in $T$. Searching with $A_1$ and $B_1$ in $\text{LEAF}$ takes only $O(1)$ time. This results in:

**Theorem 6.1.** Given a set of $n$ points in $U^2$, there exists a structure to store them using $O(U + n)$ storage that can be built in time $O(U + n \log n)$ such that half-infinite range queries can be answered in time $O(k + \log \log n)$, where $k$ is the number of reported answers.

Fries et al. [9] independently obtained a similar result using a related but different technique.

Unfortunately, the amount of storage required is dependent on $U$. This makes it very expensive with respect to storage (only bounded by $O(nU)$) to use the structure as an associated structure in the tree for general range queries.

A second possibility is to use a $q$-fast trie (see Section 2) to locate the leaves. This structure, which takes $O(n)$ storage, makes it possible to find the leaves in time $O(\sqrt{\log U})$. As in general $\sqrt{\log U} \gg \log \log n$, this leads to the following result:

**Theorem 6.2.** Given a set of $n$ points in $U^2$, there exists a structure to store them using $O(n)$ storage that can be built in time $O(n \log n)$ such that
half-infinite range queries can be answered in time $O(k + \sqrt{\log U})$, where $k$ is the number of reported answers.

When the points are already ordered with respect to their $x$-coordinate, the $y$-fast trie can be constructed in time $O(n)$ and, hence, the whole structure can be built in $O(n)$ time.

To solve the general range searching problem we build a binary tree $M$ which stores all points, ordered with respect to their $y$-coordinate in the leaves. To determine the node where two search paths split, we again associate a structure $B_\delta$ to each leaf $\delta$ as described above. Again we use a $q$-fast trie to locate the leaf a particular point goes into. The tree we augment with the new structure for half-infinite range queries in the way described in Section 5.

To perform a query with range $(A, \ldots B, [A_2, \ldots B_2])$ we search with $A_2$ in the $q$-fast trie to locate its leaf $\delta$ in $M$. Next we search with $B_2$ in $B_\delta$ to locate the splitting node. After we found this node we proceed as in Section 5. It is obvious that such a query takes time $O(k + \sqrt{\log U})$.

To construct the structure we first sort the points by $y$-coordinate and build the main tree $M$ and the $q$-fast trie. Next, for each leaf, we collect the nodes on its search path and build the $B$-structure out of these. To construct the associated structures for the internal nodes, we first sort the points by $x$-coordinate. Next working our way from the root to the leaves, level by level, we can maintain the points for each node ordered by $x$-coordinate. In this way, constructing the structures associated to nodes on one level takes time $O(n)$ and, hence, the total construction takes time $O(n \log n)$.

**Theorem 6.3.** Given a set of $n$ points in $U^2$, there exists a structure to store them using $O(n \log n)$ storage that can be built in time $O(n \log n)$ such that range queries can be answered in time $O(k + \sqrt{\log U})$, where $k$ is the number of reported answers.

7. Generalization to Multi-dimensional Space

Up to now we have only considered the range searching problem on a two-dimensional grid. To generalize the techniques to a multi-dimensional space we use a method of Willard and Lueker [25]. Assume we are given a set of $n$ points on a $d$-dimensional grid $U^d$. A $d$-dimensional range trie is defined as follows: When $d = 2$ it is a trie as described in Section 5 or 6. If $d > 2$ we construct a balanced binary tree that contains all points of the set.
sorted with respect to their first coordinate in the leaves. With each internal node we associate a \( d - 1 \) dimensional range trie \( T_\delta \) of all points stored in the subtree rooted at \( \delta \), restricted to their last \( d - 1 \) coordinates.

To perform a range query with query range \( ([A_1 \cdots B_1] \cdots [A_d \cdots B_d]) \), we search with both \( A_1 \) and \( B_1 \) in the tree. In this way we can identify \( O(\log n) \) subtrees that together span the interval between \( A_1 \) and \( B_1 \). On the structures associated with the roots of these subtrees we perform a query with the remaining \( d - 1 \) coordinates of the range. For details on the method see Willard and Lueker [25]. Let \( T(d, n) \) be the amount of time required for solving a range query on such a \( d \)-dimensional range trie and let \( M(d, n) \) denote the amount of space required. It is easy to verify that

\[
T(d, n) = O(\log n)T(d - 1, n)
\]

and

\[
M(d, n) = O(\log n)M(d - 1, n).
\]

Using as 2-dimensional structure the trie described in Section 5, we obtain

**Theorem 7.1.** Given a set of \( n \) points in \( U^d \), there exists a structure to store the points using \( O(n \log^{d-1} n) \) storage such that range queries can be performed in time \( O(k + \log^d n \log \log U) \), where \( k \) is the number of reported answers.

**Proof.** Follows from the above discussion. \( \square \)

As in the 2-dimensional case this structure has a very high preprocessing time. To reduce the preprocessing time we use the structure described in Section 6 for the 2-dimensional trees.

**Theorem 7.2.** Given a set of \( n \) points in \( U^d \), there exists a structure to store the points using \( O(n \log^{d-1} n) \) storage that can be built in time \( O(n \log^{d-1} n) \) such that range queries can be performed in time \( O(k + \log^d n \log \log U) \).

**Proof.** The query time and the amount of storage required follow from the above discussion. The preprocessing time follows from Theorem 6.3 and [25]. \( \square \)

When \( d \geq 3 \) we can drop the restriction that points lie on a grid by using a normalization technique related to the method used in, e.g., Karlsson and Overmars [14]. So assume we are given a set \( V \) of \( n \) points in an arbitrary \( d \)-dimensional space. We construct \( d \) balanced search trees \( S_1, \ldots, S_d \). In \( S_i \)
we store all different values for the \( i \)th coordinate of points in the set \( V \).
With each value we store its rank in the tree. Now we replace each point
\( p = (p_1, \ldots, p_d) \) in the set by \( R(p) = (R_1(p_1), \ldots, R_d(p_d)) \), where \( R_i(p_i) \) is the rank of \( p_i \) among the \( i \)th coordinates of all points in the set. We have
now got a set \( R(V) \) of so-called normalized points on a \( d \)-dimensional grid \( n^d \). For these points we construct a range trie.

Now assume we want to perform a range with \([A_1, \ldots B_1] \cdots [A_d, \ldots B_d]\). For all \( 1 \leq i \leq d \) we search with \( A_i \) and \( B_i \) in the tree \( S_i \) to
determine the smallest value \( p_i \geq A_i \) and the largest value \( p'_i \leq B_i \). Next,
we replace \( A_i \) by the rank of \( p_i \) and \( B_i \) by the rank of \( p'_i \). In this way we
normalized our range. It is easy to see that a point \( p \) lies in the range if and
only if \( R(p) \) lies in the normalized range. Hence, to answer the range
query, we perform a query with our normalized range on the normalized set
of points. (Of course, with each normalized point we have to store the
original point because we have to report the original points, not the
normalized ones.)

**Theorem 7.3.** Given a set of \( n \) points in \( d \)-dimensional space \( (d \geq 3) \),
there exists a structure to store the points using \( O(n \log^{d-1}n) \) storage such
that range queries can be performed in time \( O(k + \log^{d-2} n \log \log n) \).

**Proof.** This follows mainly from Theorem 7.1 with the following notes.
The \( d \) structures \( S_i \) together cost \( O(dn) \) storage. Because \( d \) is a constant
this does not influence the overall storage bound. To perform a query we
first query the \( S_i \) structures. This takes \( O(d \log n) \) time. Next we perform a
range query on a \( n^d \) grid. As \( d \geq 3 \) the extra \( O(d \log n) \) does not influence
the overall time bound. □

**Theorem 7.4.** Given a set of \( n \) points in \( d \)-dimensional space \( (d \geq 3) \),
there exists a structure to store the points using \( O(n \log^{d-1}n) \) storage that can
be built in time \( O(n \log^{d-1} n) \) such that range queries can be performed in
time \( O(k + \log^{d-2} n \sqrt{\log n}) \).

**Proof.** Follows in a similar way from Theorem 7.2. □

### 8. Line Segment Intersection

In this section we will apply a similar technique as for range searching to
solve the following searching problem: Given a set of \( n \) horizontal line
segments with endpoints on a grid, store them such that, given a vertical
query line segment \( s \), we can efficiently determine all horizontal line
segments that intersect \( s \). This query problem is an important step in, for
example, wire routing problems. Another problem, which is equivalent to it, asks to a store a set of axis-parallel rectangles such that, given a query rectangle, one can efficiently determine all rectangles that intersect the query rectangle in the boundary. (Clearly the rectangle problem is a generalization of the line segment problem. On the other hand, the rectangle problem can be solved by using two instances of the line segment problem. One instance stores all horizontal boundaries of the rectangles and we perform two queries with the vertical boundaries of the query rectangle on it. The other stores all the vertical boundaries and we perform a query with both horizontal boundaries of the query rectangle.)

To solve the line segment intersection problem we first restrict ourselves to the situation in which the query line segments are half-infinite, i.e., they start at some point and run upwards to infinity.

The data structure we use is a combination of an \textit{x}-fast trie and a segment tree. All \textit{x}-coordinates of left and right endpoints of the horizontal line segments we store in the leaves of an \textit{x}-fast trie. With each internal node \( \delta \) we associate the interval \( I_\delta \) covered by the subtree rooted at \( \delta \) as in ordinary segment trees. A line segment \( s \) is stored at a node \( \delta \) when its \textit{x}-projection covers \( I_\delta \) completely but does not cover \( I_{\text{father}(\delta)} \). The line segments at a node \( \delta \) we store in decreasing order of their \textit{y}-coordinates in a list \( \text{LIST}_\delta \).

To be able to perform queries efficiently, we associate with each leaf \( \delta \) a list \( L_\delta \) that contains all nodes on the search path towards \( \delta \) in decreasing order of the highest line segment stored at these nodes. In other words, node \( \beta \) appears before node \( \beta' \) in \( L_\delta \) if the first element in \( \text{LIST}_\beta \) has a larger \textit{y}-coordinate than the first element in \( \text{LIST}_{\beta'} \).

It is easy to see that each segment is stored at \( O(\log U) \) nodes. Moreover, there are \( O(n) \) leaves each requiring \( O(\log U) \) storage for the \( L \)-list. Hence, the total amount of storage required is bounded by \( O(n \log U) \).

To perform a query with a ray upwards, starting at \((x, y)\), we search with \textit{x} in the \textit{x}-fast trie for the leaf \( \delta \) where \textit{x} comes in. This takes \( O(\log \log U) \) time using the special search method for \textit{x}-fast tries. All segments stored at nodes on the search path towards \( \delta \) intersect the ray if and only if they lie above \( y \). (Clearly, all segments that intersect the ray are stored somewhere on the search path.) Let \( \beta \) be the first node in \( L_\delta \) and let \( s \) be the first line segment in \( \text{LIST}_\beta \). When \( s \) lies below \( y \) we are done. (\( s \) is the highest segment in \( \text{LIST}_\beta \) so no other element in \( \text{LIST}_\beta \) can lie above \( y \). Moreover, \( \beta \) was the first node in \( L_\beta \), so all other nodes on the search path towards \( \delta \) contain segments that lie below \( s \) and, hence, lie below \( y \).) When \( s \) lies above \( y \), we report it and we walk along \( \text{LIST}_\beta \), reporting all segments we find, until we reach a line segment below \( y \). We repeat this with the next node in \( L_\beta \), etc. It is easy to see that in this way we report all answers in time \( O(1) \) plus the number of answers found.
THEOREM 8.1. Given a set of \( n \) horizontal line segments in \( U^2 \), we can store them using \( O(n \log U) \) storage such that those line segments intersecting a given ray running vertically upwards can be determined in time \( O(k + \log \log U) \), where \( k \) is the number of reported answers.

The amount of storage required can easily be reduced to \( O(n \log n) \). To this end we use a tree rather than a trie as a basic structure. As this tree has a depth of \( O(\log n) \) it uses \( O(n \log n) \) storage. To locate the leaf our query point goes into we use a separate \( y \)-fast trie that stores all \( x \)-coordinates of endpoints of line segments with pointers to the corresponding leaves in the tree. This \( y \)-fast trie uses only \( O(n) \) storage.

To solve the line segment intersection query problem, we construct an \( x \)-fast trie of all \( y \)-coordinates of the horizontal line segments. This \( x \)-fast trie we augment in the following way: To each internal node \( \delta \) that is the left son of its father we associate a structure \( P_\delta \) as described above storing all line segments whose \( y \)-coordinates lie in \( T_\delta \), the subtree rooted at \( \delta \). When \( \delta \) is a right son of its father we associate a similar structure for rays running downward to infinity. It is easy to see that the structure requires \( O(n \log n \log U) \) storage.

To perform a query with a line segment \( s = (x, y_1)(x, y_2) \) we search with both \( y_1 \) and \( y_2 \) in the trie to locate the node \( \delta \) where the search paths split. All answers to the query are stored in \( P_{\text{son} (\delta)} \) and \( P_{\text{rson} (\delta)} \). So we can perform a query with \( (x, y_1)(x, \infty) \) on \( P_{\text{son} (\delta)} \) and a query with \( (x, -\infty)(x, y_2) \) on \( P_{\text{rson} (\delta)} \) to locate these answers.

Finding the splitting node \( \delta \) takes time \( O(\log \log U) \). Both queries take time \( O(\log \log U) \) plus the number of answers found. The amount of storage required can easily be reduced to \( O(n \log^2 n) \) using the same method as described in Section 5.

THEOREM 8.2. Given a set of \( n \) horizontal line segments in \( U^2 \), we can store them using \( O(n \log^2 n) \) storage such that those line segments intersecting a given vertical line segment can be determined in time \( O(k + \log \log U) \), where \( k \) is the number of reported answers.

Also the methods of Section 6 can be applied to the line segment intersection problem to reduce the preprocessing time. Rather than using a \( y \)-fast trie to guide the search to the leaf of the augmented segment tree we use a \( q \)-fast trie. Details are left to the reader. This leads to the following result:

THEOREM 8.3. Given a set of \( n \) horizontal line segments in \( U^2 \), there exists a structure to store the line segments using \( O(n \log^2 n) \) storage that can be built in time \( O(n \log^2 n) \) such that those line segments intersecting a given
vertical line segment can be determined in time $O(k + \sqrt{\log U})$, where $k$ is the number of reported answers.

9. Concluding Remarks and Open Problems

In this paper we have presented two different approaches for solving the range searching problem on a 2-dimensional grid in a very efficient way. One method resulted in a structure with a query time of $O(k + \log \log U)$. Unfortunately, due to the fact that the method uses perfect hashing techniques, the preprocessing time is very high. The second method, not based on perfect hashing and, hence, with smaller preprocessing time, resulted in a query time of $O(k + \sqrt{\log U})$. Both structures use $O(n \log n)$ storage. Similar techniques were applied to the line segment intersection problem in a set of orthogonal line segments, resulting in very efficient structures as well.

Using standard ways of generalization, also solutions for the multi-dimensional version of the range searching problem were obtained. Applying a normalization technique, these multi-dimensional solutions also work for sets of points in arbitrary space, rather than on a grid. In this way new solutions to the multi-dimensional range searching problem were obtained that are in some respects faster than any known method when the dimension is at least 3.

Although the methods are optimal (with respect to query time) in some models of computation on a grid (see Karlsson [11]) a number of open problems do remain. First of all, the models of computation in [11] are not very general. Hence, using some special techniques, more storage, etc., improvement might be possible. It is also not clear whether $\Omega(n \log n)$ storage is necessary for obtaining efficient solutions on a grid. Moreover, the structures presented are static. Inserting or deleting a point results in reconstructing most of the structure. An interesting question is whether on a grid dynamic data structures for range searching do exist that are more efficient than known structures in arbitrary space.

The methods presented highly depend on the fact that answers have to be reported. They are clear examples of filtering search as introduced by Chazelle [4]. Hence, when we are only interested in, e.g., the number of points that lie in a given query range, the methods do not work well. Solutions to such counting problems on a grid are an interesting topic of research.

We have shown that the methods do not only apply to range searching. We successfully solved the line segment intersection problem as well. There are many more rectangle problems that, in arbitrary space, are solved in a similar way as range searching. A prime example is the question whether a
given query point lies in a set of rectangles. No results for these problems on a grid are known.

We have shown that multi-dimensional search problems can be solved more efficiently by first normalizing them to a grid and next solving them on this grid. Similar techniques have successfully been applied to other geometric problems (see [2, 10, 14]). This method is worth being studied further.
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