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ABSTRACT

Topic detectionis concerred with the unsugervised clustering of

news storiesover time. The TNO topic detectionsystemis based
on a languaye modelingapproach For the grougng of storieswe
combineda simple single passmethodto establishan initial clus-
tering and a reallocationmethodto stabilizethe clusterswithin a
certainallowed deferralperiod. The similarity of anincomingstory
S, to an existing clusterC' is definedas the averageof the sim-

ilarities of S, to eachstory S; € C. Theseindividual similari-

ties arecomputedby taking the sumof the generatie probailities

P(S,|S:) and P(S;|S,) whereS; and.S,, aremodeledasunigram
langua@ models. Becausehesestory languagemodelsare based
on extremely sparsestatistics the word probalilities are smoothel

usingabaclkgroundmodel.

1 INTRODUCTION

This paperdescribeghe designand developmentof a sys-
temfor the unsupevisedgrowing of news storiesaccoding

to the eventsthey discuss. The systemhasbeenevaluatel

onanaugnentedversionof the TDT3 corpuswhich contains
apprximately80.0® storiesfrom multiple news sourcesin-

cluding both text andspeech.Thesesourcesare newvswires,
radioandtelevisionbroadcastsandinterretsites. Thesource
languagesare Englishand Mandain. The TDT3 corpts is

anndatedfor 120topics, eachof which spansboth English
andMandaim sourcesThele arethreealternatve choicesor

the form of the audiosourcego be processednamelyman-
ual transcriptios, ASR transcriptims, or the sampledaudo

signal. Three storybowndaryconditionsaresuppoted: refer

encestory boundaries(marually determired correct bound-

aries),automaticstory bourdaries(autoratically determine

errorful boundaries) pr no storyboundhries(the systemmust
provide its own bourdaries)[1].

The topic detectim andtracking (TDT) benchnark evalua-
tion projed¢ embraces variety of technicalchallengsfor in-
formationretrieval research.The goal of story segmenation
is to sggmen astreanof datainto homaeneaisregions,dis-
cussingcertainevents. Givena smallnumbe of storiesthat
discussa certainevent, a tracking systemhasthe taskto de-
tectwhich storiesin the datastreamarerelatedto this event
andwhicharenot. In topicdetectiorthereis noknowledge of

theeverts to be detected A detectionsystemmustbothdis-

cover new eventsasthe inconing storiesare processe@nd
associaténcommng storieswith theeventbasedstoryclusters
createdso far. A taskwhich is very similar to topic detec-
tion is first-storydetection The god of this taskis to detect,
in a chrorologically ordered streamof stories,thefirst story

thatdiscusses certainevert. Finally, in link detection the

questionto beanswereds whethe or nottwo storiesdiscuss
the sameevert. In this paperwe repat our work on topic

detection

TheTNO topicdetectiorsystems basednalanguagemod

eling apprach. We hadgoad experiencewith the apgica-

tion of languag modelsfor different IR-relatedtasks,like
ad hoc retrieval (includng crosslanguag and spolen doc-
umert retrieval) [3, 4, 5], filtering [2], and multi-document

summaization [6]. We also successfullyapgdied languag
modes for thetopictrackingtaskatthe TDT200 evaluation

[7]. However, dueto the substantiallyhighe computational
comgexity of the topic detectiontask, it was not trivial to

convert our trackingapprachinto a detectim algoithm. In

thetopictrackingtask,everts areto befollowedindividually.

Eachtarget evert is definal by a small setof trainingstories
that discussit. Our tracking systemestimatesa single uni-
gramlanguag mocel basedon the union of theseon-toc

storiesand computesfor eachincomingstorythe likelihoad

accordhng to this topic model. The compuational compex-

ity of this processs linearto the input. However, the topic
detectiontaskis a highly dynamic process.Thetopic mod

elsareconstretedonthefly fromtheincoming stories.Each
incomirg storyis addedo acluster andthuschangsthecor-

respoiing topic mockl. Expeimentsshavedthatrecluster
ing the alreadyprocessedtories(within the allowed deferal

window) is essentiafor agoodperfomance. Reclusterings

a compuationally demanding processsinceevery chargein

clustermembeshiplists is reflectedin changsin thecluster
modes, which form the basisfor the similarity compuation.
Therebre we have chosenfor a clusteringappoachwhich

is independentof the (global) clustermodelsandinsteadis

basedon the similaritiesbetweerindividual stories. The ad-
vantag of thisappro&his thattheinter-story similaritiescan
becachedresultingin asignifican speed-p of theclusterirg

process.



Theremairderof this paperis organizedasfollows. For read-

erswhoarenotfamiliarwith the TDT evaluatian metric,sec-
tion 2 describediow detectionperformarceis charaterized.
In section3 we describein detail our languag@ mocel-based
apprachto topicdetection This sectionalsocontainsashort

studyinto the influenceof two different smootling methals

for languag@ modelsonthedetectiorperfomanceof oursys-

tem. Sectiond concluwleswith our plansfor futurework.

2 TDT EVALUATION METHOD

Topic detectionsystemsare evaluatedin termsof their abil-
ity to clustertogetherstoriesthat discusshe sameevent (or
everts and actiities that are directly conrectedto the clus-
ter's seminalevert). Detectionperformane is characterize
in termsof the probability of miss and false alarm errors
(Pariss andPr 4). To speakin termsof the moreestablished
andwell-known precisionandrecallmeasues: alow Ppy;ss
correspndsto high recall, while alow Pg4 correspondsto
high precision.

Thesetwo error probabilities are combired into a singlede-
tectioncostCpe;, by assigningcoststo missandfalsealarm
erros [1]:

CDet = CVMiss' Phriss- Ptarget + Cra-Pra- P—|ta’r'get (1)

whereC\yiss and Cr4 arethe costsof a miss and a false
alarmrespectidy; Pys;ss and Pr 4 arethecondtional prob
abilities of a miss and a false alarm respectiely; Pigrget
andP_;q,4¢¢ aretheapriori target protabilities (P-i4rget =
1- Ptarget)-

ThenCpe; is normalizel to:

Cpet
mln(CMzss Ptarget; Cra- Pﬂtarget)

(CDet)Norm = (2)
Detectionerra prokability is estimatedoy accumtating er-
rors seperatelyfor eachtopic and by taking the averag of
theerrorprobabilitiesovertopics,with equalweightassigned
to eachtopic. A setof preddined topics is automdically
mappedto the systemoutput topicsby choosingor eachref-
erenceopic the systemoutput topic which producesthe low-
estevaluation cost.

3 DESIGN OF A PROBABILISTIC TOPIC
DETECTION SYSTEM

This sectiondescrilesin detailthe designof the TNO topic
detectionsystem.3.1describeur clusteringappoach. We
comhined a simplesingle passmethodto establishaninitial
clusteringanda reallocationmethal to stabilizethe clusters
within a certainallowed deferal period In 3.2 we describe

our story-clwster similarity measue. An inconing story is

compredto an existing clusterby averaging the similarities
of thenew story S,, to eachstoryin theclusterS;. Thesein-
dividual similaritiesaredefinedasthe sumof the gererative
protabilities P(S,|S;) and P(S;|S,) whereS; andS,, are
modeded as unigram languag@ models. Becausghesestory
languagemodelsarebasedn extremelysparsestatistics the
word probailities are smootled usinga backgoundmocel.

Section3.3repats on our expelimentsconcening the appli-
cationof two differentsmoothimg methalsfor languag mod

elsandsomecontiastive testswith automatioversusmanually

determiredstorybourdaries.

3.1 Clustering Method

Our clustering procedure combires a simple single pass
methodand a realloation metha. Becausethe clusters
formed by the single passmethal are depenént of the or-

derin which the storiesare processedthey aremerelyused
to initiate reallocationclustering However, because topic
detectionsystemmay deferits assignmenof storiesuntil a
limited amoun of subseqgantsourcedata(10 sourcefiles) is

processed,the reallocatim is restrictedto the storieswithin

thatdeferal periad. More specifically our clusteringprocess
involvesthefollowing steps:

1. For eachnew storywithin thedeferal window, compue
its similarity to eachclusterthe systemhascreatedso
far. Therearetwo optiors for a story:

(a) if the similarity of the story to the closestcluster
excealsacertainthresholdassigrthestoryto that
cluster

(b) elsecreateanew clusterwith the concening story
asits seed

2. Whenthe end of the deferrd window is reached)oop
through the window stories again and compae each
story to eachexisting cluster Therearethreeoptions
for astory:

(a) astorymayswitchto anotherclusterif thesimilar
ity to thatclusterexceedshoththe similarity to its
currentclusterandthethreshold

(b) if neitherthesimilarity to its current clustemorthe
similarity to ary otherclusterexceedsthe thresh-
old, createa new clusterwith the corcerningstory
asits seed

(c) if the similarity to its curren clusterexcesdsthe
threshdd as well as the similarities to all other
clustersthestorystaysin its currert cluster



The combiration of a clusterinitialization stepanda reallo-
cationstephaspreviously (successfully beenusedfor topic
detectiorby a.0.BBN [8] andDragon[9].

The reclusteriig stepis essentiafor a goad performarce of
the detectionsystem. However, the fact that evely chang
in a clustermemlershiplist meanghatthe clusterlanguag
modé would have to bereestimatednakesit acompuation-
ally demarling processTherebrewe have choserfor anap-
proad whichdoesnotusetheglobalclustedangwagemodels
(contary to our topic tracking appioach)but insteads based
on the similaritiesbetweenndividual stories. The similarity
of anincomirg story S,, to an existing clusterC' is definel
asthe averageof the similaritiesof S,, to eachstory S; € C.
Theadwaentageof this apprachis thattheinter-story similar
ities canbe cachedresultingin a significantacceleratiorof
theclusteringprocess. Theseinter-storysimilaritiesarecom-
putedusinga two-way languagemodeding apprach,which
is discussedn detailin thefollowing section.

A clusterwhich hasnot changd for anuninteruptedperiad
of fifteendaysis frozen, whichmears thatit is nolongercon-
sideredan‘active event’. Theclusteris removedfrom thelist
of candid&e clustersfor new stories. This clusterevolution
monitaing hastwo advartages.First of all it limits thecom-
putatioral complexity, becaus¢he numter of clustersa story
hasto be compaed with stayswithin certainbounds. Sec-
ond,it canbearguedthatrestrictingthetempaal extentof an
evert is bendicial for detectionperfamancebecaseit pre-
ventsdifferenteverts with similar vocahulary (like different
attacksor political elections)o be groupedtogetter [10].

3.2 Language Model-Based Similarity

The basicidea behird the language modelirg appro&h to
informationretrieval is to estimatea (usudly unigranm) lan-
guage model for each docunent and to rank docurnents
by the probability that the document model generatedhe
query Absolute prababilities are not important for rank
ing in the IR situation. For othe applicatiors, i.e. topic
tracking and also topic detection scoreshave to be com-
paralbe on an absolutescale. For tracking, we found that
modding similarity asalikelihod ratioandnormalizing this
likelihoad ratio by the (test) story lengthwas adeaiate[7].
This normalizel likelihodd ratiois presentedn equaion (3),
whereLLR norm (T1, T3, ..., Tn|Sk) dendes the normalizel
log likelihood ratio of a story consistingof thetermsT, ..T,,
giventhestory Sy, in comparisonwith backgoundmodé B.

P T |B
In ourclusteringappoach,theS|m|Iar|ty betweertwo stories

S, andsS; is basedon a combiration of the prabability that
the languag@ mocel represeting S,, generatedstory S; and

LLRNorm(T17T27 T |Slc

the reverse: the probability that the language mocel repie-
sentingS; generatedstory S,,. This apprachresultsin the
symmetrich similarity measure presentedn the following
equation:

Szm(Sn, Sz) = LLRNorm(Sn|Sz) + I—I—RNorm(Szlsn) (4)

Becausethe languag@ mockls are estimatedbasedon very

limited amouns of text (single stories),it is very important
that the word prababilities are smootted using someback

ground model. We performeda short study into the influ-

enceof two differentsmootling methasontheperfomance
of our detectionsystem: Bayesiansmootting using Dirich-

let priorsandJelinek-Mecersmootling. Thedetailsof these
smootling methalsandtheresultsof our experimentsarede-
scribedin thefollowing section.

3.3 Smoothing

Recent experiments at CMU have shovn that different
smootling methalshave differentcharactestics[12]. For ti-
tle adhocqueries ZhaiandLafferty found Dirichlet smooth
ing to be more effective than linear interpdation (Jelinek
Mercer smootling). Both method start from the ideathat
theprobaility estimatefor unseenerms: P, (T;|Sy) is mod
eledasacoeficienta, timesthebackgobundcollectionbased
estimate: P, (T;|Sx) = as- P(T;|B). A crucial difference
betweenDirichlet and Jelinek-Mé&cer smootling is thatthe
smootling coeficient is depenént on the story length for
Dirichlet, reflecting the fact that prokability estimatesare
more reliable for longer stories. Formula (5) shavs the
weightingformula for Dirichlet smodhing, wherec(T';|Sk)
is thetermfrequeng of termT; in story S , >°. ¢(Ts; Sk)
is the lengthof story S, andp is a constah The smooth
ing coeficient a, is in this casem, whereaghe
smootling coeficientis A in the JelinekMercerbasednodel
(formula(6)).

1 o(T5; Sk) + pP(Ti|B)
P(Ty, Ty, , To|Sk) = 5
(Ty, T |Sk) zl;[l S (T Se) + 1 (5)

- ﬁAP(mB) +(1

i=1

P(T\,Ts,--- ,Ty|Sk) — A) P(T|Sk)

(6)

For our official TDT2001 detectiorrun, we apgied Dirichlet
smootling with . = 2000. Our hypothesisvasthatDirichlet
smootling would leadto improved perfamance sincestory
lengthsvary corsiderablyin the TDT corpus, and Dirichlet
perfamed betterthan Jelinek-Mecer smoothimg on a small
testcorpus (onemonthof storiesfrom the TDT2 corpus) us-
ing the automaticstory bourdariesand ASR transcriptios
of the audio(the primary topic detectionevaluatian requres
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Figure 1. Cp; at differert decisionthreshdds for two
smootling methals (Dirichlet and Jelinek-Merer), per
formedontheTDT2 storiesfrom April 1998, usingautoratic
bourdaries.

theseconditiins). The resultsof this expelimentare plotted
in Figure(1).

We performedsomepost-toc experimentson this sametest
set using reference story bourdaries insteadof autonatic
story bourdaries and were surgised to find that Jelinek-
MercerperfamedbetterthanDirichlet unde thatcordition,
evenwhenwe variedy (seeequation(5)). Figure(2) shavs
the results. It is too early to drav conclwsionsfrom these
expeliments,sincethe testsetwassmall andwe did not ex-
plore the completeparaneter space.However, oneexplara-
tion couldbetheobserationfrom ZhaiandLafferty [11, 12]
thatsmoothinghastwo functions: i) improving themaximum
likelihoad estimatesi) generateommnonwordsin thequey.
The latterfunction is especiallyimportari for longerqueries
sincethey containmorecomma words.

In thetopic detectiontaskwe uselangagemocklsto gene-
ate storiesinsteadof queries. Sincestoriesare consideably
longea thanTREC title queies, it is prokably importantthat
the smoothedmodé generatesomnon words with proper
“idf "-like probailities. The TREC experimentsshav that
the two rolesof smoothig have aninverseinteraction with
the quey length. Dirichlet is a good strategy for the first
smootling role (avoidingtheassignmenof azeroprobability
to anunseerword)while Jelinek-Merceris betterfor thesec-
ondrole (weighting querytermsin anidf-lik e fashion)[12].
Thelongerthe “queries” are,the more importan the second
function will become This pheromeneon might be an ex-
planatio for the factthat Dirichlet performsbestuncer the
automaic story bourdary condtion, andJelinek-M&cer un-
derthereferere story bourdary conditin, sincethe former
hasshorterstoriesthanthe latter (median: 62 versus 114)
Furtherexpeimentsare neecd, including a validationof a
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Figure 2: Cpe; at differert decisionthreshdds for two
smootling methals (Dirichlet and Jelinek-Merer), per
formedonthe TDT2 storiesfrom April 1998, usingrefererce
bourdaries.

comhbinedDirichlet/JelinekMercersmootling schemdor the
TDT tasks.

4 CONCLUSIONSAND FUTURE WORK

We think that the choiceto use normalized likelihoad ra-
tios asthe basisof a similarity measue wasthe key for the
good perfomanceof our system. Like in the trackingtask,
a prope nomalizedsimilarity measurds of utmostimpor-
tance. Simply addingthe geneative prokabilities P(S,,|S;)
andP(S;|S,) provedto work well to “symmetize” the simi-
larity measue. Theaccuagy of alangugemodelbasedlus-
tering apprach which is indepenlent of the (globd) clus-
ter modelsandinsteadis basedon the similarities between
individual storiessurpasse@ur expectatims. However, we
intendto checkwhethera similarity measurebasedon the
globd cluster model would enhance the results. The re-
sults of someinitial post-h@ expaimentsindicatethat the
Jelinek-Mecer smoothig methal works betterthan Dirich-
let smoothiry for manuallysegmeneddata,while theDirich-
let methal yields betterperfomancethanJelinek-Meceron
automaically segmerieddata.Furtherinvestigationis neces-
saryto draw definitecondusions.
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