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Chapter 1

Introduction

A language is a systematic means of communicating ideas or feelings among people by the use of conventionalized signs. In contrast, a programming language can be thought of as a syntactic formalism which provides a means for the communication of computations among people and (abstract) machines. Elements of a programming language are often called programs. They are formed according to formal rules which define the relations between the various components of the language. Examples of programming languages are conventional languages like Pascal [196] or C++ [187], and also the more theoretical languages such as the λ-calculus [52,26] or CCS [144].

A programming language can be interpreted on the basis of our intuitive concept of computation. However, an informal and vague interpretation of a programming language may cause inconsistency and ambiguity. As a consequence different implementations may be given for the same language possibly leading to different (sets of) computations for the same program. Had the language interpretation been defined in a formal way, the implementation could be proved or disproved correct. There are different reasons why a formal interpretation of a programming language is desirable: to give programmers unambiguous and perhaps informative answers about the language in order to write correct programs, to give implementers a precise definition of the language, and to develop an abstract but intuitive model of the language in order to reason about programs and to aid program development from specifications.

Mathematics often emphasizes the formal correspondence between a notation and its meaning. For example, in mathematical logic, we interpret a formal
theory on the basis of a more intuitive mathematical domain which properly fits the theory (that is, the interpretation of all theorems must be valid). Similarly, the formal semantics of a programming language assigns to every program of the language an element of a mathematical structure. This mathematical structure is usually called the semantic domain. Several mathematical structures can be used as semantic domain, and the choice as to which one is to be preferred often depends upon the programming language under consideration. Since a programming language is a formal notation, its semantics can be seen as a translation of a formal system into another one. The need for a formal semantics of a programming language can thus be rephrased as the need for a suitable mathematical structure closer to our computational intuition. From this mathematical structure we expect to gain insights into the language considered.

There are several ways to formally define the semantics of a programming language. Below we briefly describe the three main approaches to semantics, namely the operational, the denotational and the axiomatic approach. Other important approaches to the semantics of programming languages are given by the algebraic semantics [78,144,104,28,48,92], with mathematical foundations based on abstract algebras [79,61], and the action semantics [152], based on three kinds of primitive semantics entities: actions, data and yielders.

In the operational semantics one defines the meaning of a program in terms of the computations performed by an abstract machine that executes the program. For this reason the operational semantics is considered to be close to what actually happens in reality when executing a program on a real computer. Transition systems are the most commonly used abstract machines which support a straightforward definition of a computation by the stepwise execution of atomic actions. There are different ways to collect the information about the computations of a transition system which give rise to different operational semantics. Moreover, transition systems support a structural approach to operational semantics as advocated by Plotkin [161]: the transition relation can be defined by induction on the structure of the language constructs.

The denotational approach to the semantics of programming languages is due to Scott and Strachey [177]. Programs are mapped to elements of some mathematical domain in a compositional way according to the ‘Fregean principle’ [72]: the semantics of a language construct is defined in terms of its components. Due to the possibility of self-application given by some programming languages, the semantic domain must sometimes be defined in a recursive way. This is often impossible with an ordinary set-theoretical construction because of a cardinality problem. Therefore often a topological structure is associated
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with the semantic domain which takes into account qualitative or quantitative information about the computations. Typical topological structures used for the denotational semantics of programming languages are complete partial orders, put forward by Scott [173,175], and complete metric spaces, introduced in semantics by Arnold and Nivat [11] and extensively studied by the Amsterdam Concurrency Group (for an overview see [22] and also [23]). The denotational semantics is close to the operational semantics but abstracts from certain details so that attention can be focussed on issues at a higher level.

The axiomatic approach characterizes programs in a logical framework intended for reasoning about their properties. Proof systems are usually used for axiomatic semantics: computations are expressed by relating programs to assertions about their behaviour. The most well-known axiomatic semantics is Hoare logic [101] for total correctness. Assertions are of the form \( \{ P \} S \{ Q \} \) meaning that the program \( S \) when started at input satisfying the predicate \( P \) terminates and its output satisfies the predicate \( Q \). There are many other kinds of axiomatic semantics using proof systems such as temporal logic [162], dynamic logic [163] and Hennessy-Milner logic [93]. Axiomatic semantics can also be given without the use of formal proof systems: the behaviour of a program can be expressed as a function which transforms predicates about the program. For example, Dijkstra’s weakest precondition semantics [56] regards a program \( S \) as a function which maps every predicate \( Q \) on the output state space of \( S \) to the weakest predicate among all \( P \)'s such that the Hoare assertion \( \{ P \} S \{ Q \} \) is valid. Axiomatic semantics is closely related to the verification of the correctness of programs with respect to a given specification. An axiomatic semantics should preferably be such that the verification of the correctness of a program can be done by verifying the correctness of its components, as advocated by Turing [190] and Floyd [70] (see also the discussion in [19]).

The choice among the operational, the denotational or the axiomatic semantics for a programming language will depend on the particular goals to be achieved. To take advantage of these different semantic views of a program it is important to study their relationships.

The denotational semantics of a programming language is, by definition, compositional. Since an operational semantics is not required to be compositional we cannot have, in general, an equivalence between the two semantics. Two criteria about the relation between denotational and operational semantics are commonly accepted. The first criterion says that the denotational semantics has to assign a different meaning to those programs of the language which in some context can be distinguished by the operational semantics. This can be
achieved, for example, by proving the existence of an abstraction function that when composed with the denotational semantics gives exactly the operational semantics. In this case the denotational semantics is said to be correct, or adequate, with respect to the operational semantics. The second criterion looks for the most abstract denotational semantics which is correct with respect to a given operational semantics. This can formally be expressed by requiring that the denotational semantics assigns a different meaning to two programs of the language if and only if they can be distinguished in some context by the operational semantics. In this case the denotational semantics is said to be fully abstract with respect to the operational semantics [143].

The relationship between the denotational and the axiomatic semantics is the main topic of this monograph. Depending on which kind of information has to be taken in account, there are different transformations which ensure the correctness of one semantics in terms of the other. The common factor in all these transformations is that they form dualities rather than equivalences: the denotational meaning of a program viewed as a function from the input to the output space is mapped to a function from predicates on the output space to predicates on the input space. Conversely, the axiomatic meaning of a program regarded as a function from predicates on the output to predicates on the input is mapped to a function from the input space to the output space.

The dualities between the denotational and the axiomatic views of a program are often topological in the sense that they are set in a topological framework. This is motivated by the tight connection between topology and denotational semantics: topology has become an essential tool for denotational semantics and denotational semantics has influenced new activities in topology [179,1,192,182,47,146,23]. The fundamental insight due to Smyth [179] is that a topological space may be seen as a ‘data type’ with the open sets as ‘observable predicates’, and functions between topological spaces as ‘computations’. These ideas form the basis for a computational interpretation of topology.

Abramsky [1,2], Zhang [199] and Vickers [192,5] carried the ideas of Smyth much further by systematically developing a propositional program logic from a denotational semantics. The main ingredient in their work is a duality (in categorical terms a contravariant equivalence) between the category of certain topological spaces and a corresponding category of frames (algebraic structures with two classes of operators representing finite conjunctions and infinite disjunctions). On one side of the duality, topological spaces can arise as semantic domains for the denotations of programs; on the other side of the duality, frames can arise as the Lindenbaum algebras of a propositional program.
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logic with properties as elements and proof rules provided by the various constructions. Accordingly, topological dualities are considered as the appropriate framework to connect denotational semantics and program logics [1,192,199].

From a broader perspective, topological dualities (in the form of representation theorems) can be used to characterize models of abstract algebraic structures in terms of concrete topological structures. Therefore the ultimate purpose of setting up a topological duality is to capture axiomatically the class of properties we have in mind. Let us quote Johnstone [112, page XX] to summarize the importance of topological dualities: 'Abstract algebra cannot develop to its fullest extent without the infusion of topological ideas, and conversely if we do not recognize the algebraic aspects of fundamental structures of analysis our view of them will be one-sided.'

The contributions of our work may roughly be classified into the following three kinds. The first kind of contribution consists in the characterization for a given language of an axiomatic semantics using insights from a denotational semantics. For example, we define a weakest precondition semantics for a sequential language with a backtrack operator using a simple denotational interpretation. We also characterize a compositional predicate transformer semantics for a concurrent language with a shared state space. The semantics is based on a denotational interpretation of the language given by considering programs to be functions abstracted from a transition system modulo bisimulation [24,76].

The second kind of contribution is dual to the first one: the characterization of a denotational semantics for a language using an axiomatic semantics. We characterize a denotational semantics for the refinement calculus (a language with an associated axiomatic semantics based on monotonic predicate transformers). We use the denotational semantics to derive a new operational interpretation of the refinement calculus based on hyper transition systems. The denotational semantics of the refinement calculus is proved fully abstract with respect to the operational interpretation (in fact they are equivalent).

The third kind of contribution is more abstract in nature. We have set up a framework for a systematic development of a propositional logic for the specification of programs from a denotational semantics. In particular, it gives a conceptual foundation which answers the question posed by Abramsky [2, page 74] about the possibility of expressing infinite conjunctions in the logic of domains. The logic derived from a denotational semantics by means of the duality between the category of certain topological spaces and the corresponding category of frames is not expressive enough to be used for specification
purposes: infinite conjunctions should be added \([1,199]\). However, such an extension would necessarily takes us outside open sets. Our contribution consists in the development of an abstract algebraic framework which allows both infinite conjunctions and infinite disjunctions of abstract open sets. This framework is related to ordinary topological spaces by means of a representation theorem, and it is applied by deriving an infinitary logic for transition systems.

\textit{Outline of the chapters}

This monograph is divided into three parts. In the first part we consider predicates as subsets of an abstract set of states. In the second part we refine the notion of predicates by considering affirmative predicates. They are open subsets of an abstract set of states equipped with a topology. Finally, in the third part we forget about states and we take predicates to be elements of an abstract algebra with algebraic operations to represent unions and intersections.

We start by introducing in Chapter 2 some basic concepts in category theory, partial orders, and metric spaces. Category theory is not needed for understanding the first two parts. Metric spaces will only play a major role in Chapter 7.

With Chapter 3 we start the first part. The chapter is about the semantics of sequential languages. In particular we consider the weakest precondition and the weakest liberal precondition semantics, and the relationships to various state transformer semantics. These relationships generalize the duality of Plotkin \([159]\) between predicate transformers and the Smyth power-domain. We also discuss the weakest precondition semantics of a sequential non-deterministic language with a backtrack operator.

In Chapter 4 we extend sequential languages with specification constructs. We use the language of the refinement calculus introduced by Back \([13]\). The refinement calculus is based on a predicate transformer semantics which supports both unbounded angelic and unbounded demonic non-determinism. We give a state transformer semantics for the refinement calculus and relate it to the predicate transformer semantics by means of a duality. We give also an operational interpretation of the refinement calculus in terms of the atomic steps of the computations of the programs. The latter operational view is connected to the state transformer semantics.

The second part begins with Chapter 5. In this chapter we refine the notion
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of predicate introduced in Chapter 3. Following the view of Smyth [179], affirmative
predicates are introduced as open sets of a topological space. Several
basic concepts taken from topology are introduced and motivated from the
point of view of affirmative predicates.

In Chapter 6 we rework in a topological framework the dualities between pred-
icate and state transformers that were introduced in Chapter 3. These duali-
ties show us how to generalize predicate transformers to topological predicate
transformers. The latter can be used as domain for a backward semantics of
non-sequential programming languages. Our starting point is Smyth’s duality
between the upper powerspace of a topological space and certain functions
between affirmative predicates. We show that Smyth’s duality holds in a gen-
eral topological context. Also, we propose dualities for the lower powerspace
and the (more classical) Vietoris construction on general topological spaces.
In passing, several topological characterizations of metric and order based
powerdomains constructions are investigated.

Chapter 7 is devoted to the semantics of a sequential non-deterministic lan-
guage extended with a parallel operator. A domain of metric predicate trans-
formers is defined as the solution of a recursive domain equation in the category
of complete metric spaces. A compositional predicate transformer semantics
is given to the language, and it is shown to be isometric to a state transformer
semantics based on the resumption domain of De Bakker and Zucker [24]. Par-
tial and total correctness properties are studied for the above language using a
connection between the domain of metric predicate transformers and the two
domains of predicate transformers given in Chapter 3. As a consequence, the
semantics of a sequential language is obtained as the abstraction of the unique
fixed point of a metric-based higher-order transformation, and is proved cor-
rect with respect to three order-based semantics obtained as least fixed points
of three higher-order transformations, respectively. Also, we briefly discuss the
study of temporal properties of a concurrent language via our metric predicate
transformer semantics.

The third and last part starts with Chapter 8. We abstract from open sets and
regard predicates as elements of an abstract algebra. We consider a topological
space as a function from the abstract set of affirmative predicates (with alge-
braic operations representing arbitrary unions and finite intersections) to the
abstract set of specifications (with algebraic operations representing arbitrary
unions and arbitrary intersections). This structure is called an observation
frame. We show that in certain cases topological spaces can be reconstructed
from observation frames. We obtain a categorical duality between the cate-
gory of certain topological spaces (not necessarily sober) and a corresponding
category of observation frames. We also give a propositional logic of observation frames with arbitrary conjunctions and arbitrary disjunctions. The logic is shown to be sound and complete if and only if the observation frame corresponds, canonically, to a topological space. Finally we apply the above theory in order to obtain dualities for various sub-categories of topological spaces.

Chapter 9 relates topological spaces seen as frames to topological spaces seen as observation frames. A new characterization of sober spaces in terms of completely distributive lattices is given. This characterization can be used for freely extending the geometric logic of topological spaces to an infinitary logic. We also show that observation frames are algebraic structures in a precise categorical sense.

We end our work with Chapter 10. In this chapter an extension of Abramsky’s finitary domain logic for transition systems to an infinitary logic with arbitrary conjunctions and arbitrary disjunctions is presented. To obtain this extension we apply the theory developed in the previous two chapters. The extension is conservative in the sense that the domain represented in logical form by the infinitary logic coincides with the domain represented in logical form by Abramsky’s finitary logic. As a consequence we obtain soundness and completeness of the infinitary logic for the class of all finitary transition systems.

*Interdependence of the chapters*

The three parts of this monograph can be read almost independently. The logical interdependence between the chapters is schematically represented by the following diagram.

![Diagram](https://example.com/diagram.png)

The sections between parentheses and the article [3] are only necessary as references to proofs.
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*Origins of the chapters*

This monograph is a revision of author’s Ph.D. thesis [33]. Several results presented here have already appeared in publications. Chapter 3 is mostly based on [37] and [40]. The second half of Chapter 4 appeared as an extended abstract in [42]. Chapter 6 is an extension of [38] and [39]. The first half of Chapter 7 is based on the paper [44] while the second half is new. Chapter 8 is a revised version of the paper [36]. Finally, Chapter 10 is based on [41]. Chapters 9 contain mostly original material, while Chapter 5 follows ideas of Smyth originally presented in [179] and [182].
Chapter 2
Mathematical preliminaries

In this chapter, we present some basic notions and properties from category theory, partial orders and metric spaces which we will need in the subsequent chapters. This chapter is not intended to provide a comprehensive introduction to the subjects treated. Rather, it is aimed to list those major facts we shall assume in the next chapters (providing references for their proofs), and to make the reader familiar with the notation we will use. The only original material is Proposition 2.3.3 (stemming from [43]).

2.1 Category theory

In this section we introduce some concepts of category theory and universal algebra. Statements and facts in this section will be used only in the third part of this monograph. The first two parts will not need any categorical pre-requisites. Unless stated otherwise, our reference for the categorical concepts below is to the book of Mac Lane [136].

We begin with the following three fundamental notions: category, functor, and natural transformation. A category \( \mathbf{C} \) consists of

(i) a class of objects,

(ii) a class of morphisms. Each morphism has a domain and a codomain which are objects of the category. The collection of all morphisms with domain \( A \) and codomain \( B \) is denoted by \( \mathbf{C}(A, B) \).
(iii) a composition law which assigns to each pair of morphisms \( f \in \mathcal{C}(A, B) \) and \( g \in \mathcal{C}(B, C) \) a morphism \( g \circ f \in \mathcal{C}(A, C) \).

(iv) an identity morphism \( \text{id}_A \in \mathcal{C}(A, A) \) for each object \( A \) such that for all morphisms \( f, f \circ \text{id}_A = f \) and \( \text{id}_A \circ f = f \) whenever the composites are defined.

For example, there is a category \( \textbf{Set} \) whose objects are sets and whose morphisms are functions with the usual composition. Similarly, \( \textbf{Set}^2 \) is the category whose objects are functions \( f : A \rightarrow B \) between two sets, and whose morphisms between \( f : A \rightarrow B \) and \( g : A' \rightarrow B' \) are pairs of functions \( \langle h : A \rightarrow A', k : B \rightarrow B' \rangle \) such that \( g \circ h = k \circ f \).

A functor \( F : \mathcal{C} \rightarrow \mathcal{D} \) is a morphism between two categories. It assigns to each object \( A \) of \( \mathcal{C} \) an object \( F(A) \) of \( \mathcal{D} \), and to each morphism \( f \in \mathcal{C}(A, B) \) a morphism \( F(f) \in \mathcal{D}(F(A), F(B)) \) such that

(i) it preserves identity, i.e. \( F(\text{id}_A) = \text{id}_{F(A)} \), and

(ii) it preserves composition whenever defined, i.e. \( F(f \circ g) = F(f) \circ F(g) \).

A natural transformation \( \eta : F \rightarrow G \) is a morphism between two functors \( F, G : \mathcal{C} \rightarrow \mathcal{D} \). It maps each object \( A \) of \( \mathcal{C} \) to a morphism \( \eta_A \in \mathcal{D}(F(A), G(A)) \) such that for all morphisms \( f \in \mathcal{C}(A, B) \) we have \( G(f) \circ \eta_A = \eta_B \circ F(f) \).

In a category \( \mathcal{C} \) a morphism \( f \in \mathcal{C}(A, B) \) is said to be an isomorphism (and \( A \) and \( B \) are called isomorphic) if there exists another morphism \( g \in \mathcal{C}(B, A) \) such that \( f \circ g = \text{id}_B \) and \( g \circ f = \text{id}_A \). An object \( A \) of \( \mathcal{C} \) is called a fixed point of a functor \( F : \mathcal{C} \rightarrow \mathcal{C} \) if \( A \) is isomorphic to \( F(A) \). A functor \( F : \mathcal{C} \rightarrow \mathcal{D} \) is said to reflect isomorphisms if for each morphism \( f \) of \( \mathcal{C} \), \( f \) is an isomorphism whenever \( F(f) \) is.

The opposite category \( \mathcal{C}^{\text{op}} \) of a category \( \mathcal{C} \) has the same objects of \( \mathcal{C} \) and \( f \in \mathcal{C}^{\text{op}}(A, B) \) if and only if \( f \in \mathcal{C}(B, A) \). Composition and identities are defined in the obvious way. A category \( \mathcal{C} \) is a full sub-category of \( \mathcal{D} \) if every object in \( \mathcal{C} \) is an object in \( \mathcal{D} \), and \( \mathcal{C}(A, B) = \mathcal{D}(A, B) \).

The main concept of category theory is that of adjunction. For two functors \( F : \mathcal{C} \rightarrow \mathcal{D} \) and \( G : \mathcal{D} \rightarrow \mathcal{C} \), we say \( F \) is left adjoint of \( G \) if there is a bijection, natural in \( A \) and \( B \), between \( \mathcal{C}(A, G(B)) \) and \( \mathcal{D}(F(A), B) \). In this case the functor \( G \) is said to be right adjoint of \( F \). Every adjunction induces two natural transformations: the unit \( \eta : \text{id}_\mathcal{C} \rightarrow G \circ F \) (for each \( A \), \( \eta_A : A \rightarrow G(F(A)) \) is the morphism which corresponds to \( \text{id}_{F(A)} : F(A) \rightarrow F(A) \)), and its dual, the counit \( \varepsilon : F \circ G \rightarrow \text{id}_\mathcal{D} \) (for each \( B \), \( \varepsilon_B : F(G(B)) \rightarrow B \) is the morphism which corresponds to \( \text{id}_{G(B)} : G(B) \rightarrow G(B) \)). In general we do not need to know
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that \( F \) is a functor [136, page 81, Theorem 2]:

**Proposition 2.1.1** A functor \( G : \mathbf{D} \to \mathbf{C} \) has a left adjoint if for each object \( A \) of \( \mathbf{C} \) there exists an object \( F(A) \) in \( \mathbf{D} \) and a morphism \( \eta_A : A \to G(F(A)) \) such that for every other morphism \( f \in \mathbf{C}(A, G(B)) \) there is a unique morphism \( h \in \mathbf{D}(F(A), B) \) satisfying \( G(h) \circ \eta_A = f \). □

A *reflection* is an adjunction for which the counit \( \varepsilon_B \) is an isomorphism for all \( B \). If both unit and counit are isomorphisms then the adjunction is called an *equivalence* and the categories involved are *equivalent*. We say that two categories \( \mathbf{C} \) and \( \mathbf{D} \) are *dual* if \( \mathbf{C} \) is equivalent to \( \mathbf{D}^{\text{op}} \). An adjunction is called *Galois* if it restricts to an equivalence between the categories \( F(\mathbf{C}) \) and \( G(\mathbf{D}) \) (here \( F(\mathbf{C}) \) denotes the full sub-category of \( \mathbf{D} \) whose objects are in the image of \( F \), and \( G(\mathbf{D}) \) denotes the full sub-category of \( \mathbf{C} \) whose objects are in the image of \( G \)). An adjunction is Galois if and only if it restricts to a reflection from \( \mathbf{C} \) into \( F(\mathbf{C}) \) [110].

Let \( \mathbf{C} \) be a category and \( \mathbf{J} \) be a *small category* (i.e. the objects and the morphisms of \( \mathbf{J} \) form a set rather than a proper class). The category \( \mathbf{C}^\mathbf{J} \) has as objects functors from \( \mathbf{J} \) to \( \mathbf{C} \) (in this context often called *diagrams*), and morphisms are natural transformations. There is a functor \( \Delta : \mathbf{C} \to \mathbf{C}^\mathbf{J} \) which maps every object \( A \) to the constant functor with value \( A \). We say that \( \mathbf{C} \) has *limits* of type \( \mathbf{J} \) if the functor \( \Delta \) has a right adjoint \( \text{lim}_J \), and we refer to \( \text{lim}_J(D) \) as the limit of the diagram \( D \). Dually, if \( \Delta \) has a left adjoint then we say that \( \mathbf{C} \) has *colimits* of type \( \mathbf{J} \). If \( \mathbf{J} \) is the empty category then the limit of a diagram is called *terminal object* while the colimit is called *initial object*. If \( \mathbf{J} \) is a *discrete category* (i.e. one with only identity morphisms) then the limit of a diagram is called *product* and the colimit *coproduct*. Finally, if \( \mathbf{J} \) is the category with two objects, two identity morphisms and two parallel morphisms between the two objects then the limit of a diagram is called *equalizer* and the colimit *coequalizer*.

A category is *complete* if it has all small limits, and *cocomplete* if it has all small colimits. Both categories \( \mathbf{Set} \) and \( \mathbf{Set}^2 \) are complete and cocomplete.

A *monad* on a category \( \mathbf{C} \) is a triple \( \langle T, \eta, \mu \rangle \) where \( T : \mathbf{C} \to \mathbf{C} \) is a functor, and \( \eta : \text{id}_\mathbf{C} \to T \) and \( \mu : T \circ T \to T \) are natural transformations satisfying some commutativity laws (see page 133, [136]). Every functor \( F : \mathbf{C} \to \mathbf{D} \) which is a left adjoint of \( G : \mathbf{D} \to \mathbf{C} \) induces a monad \( \langle G \circ F, \eta, G(\varepsilon_F(\_)) \rangle \) on \( \mathbf{C} \), where \( \eta \) is the unit of the adjunction and \( \varepsilon \) is the counit.

Conversely, given a monad \( \langle T, \eta, \mu \rangle \) on \( \mathbf{C} \) we can always find an adjunction inducing it. To this aim, denote the category of the algebras of the monad \( T \)
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on $C$ by $C^T$. Its objects are morphisms (called $T$-algebras) $h \in C(T(A), A)$ such that $h \circ \eta_A = id_A$ and $h \circ \mu_A = h \circ T(h)$; its morphisms from a $T$-algebra $h \in C(T(A), A)$ to a $T$-algebra $k \in C(T(B), B)$ are morphisms $f$ in $C(A, B)$ such that $f \circ h = k \circ T(f)$. The obvious forgetful functor $G^T : C^T \rightarrow C$ which sends a $T$-algebra $h \in C(T(A), A)$ to $A$ has a left adjoint $F^T : C \rightarrow C^T$ which maps any object $A$ in $C$ to the free $T$-algebra $\mu_A \in C(T(T(A)), T(A))$. The monad defined by this adjunction is trivially equal to the original monad $T$ (see page 136, Theorem 1 in [136]), hence every monad is defined by its algebras.

A functor $G : D \rightarrow C$ is said to be monadic if it has a left adjoint $F$ and the comparison functor $K : D \rightarrow C^T$ defined by $K(A) = G(\varepsilon_A)$ is an equivalence of categories, where $T$ is the monad induced by $G \circ F$ and $\varepsilon$ is the counit of the adjunction between $F$ and $G$. The following version of Beck’s Theorem (see page 147 in [136]) gives conditions on a functor $G$ to ensure that $G$ is monadic.

**Proposition 2.1.2** Let $G : D \rightarrow C$ be a functor with a left adjoint $F$. If $D$ has all coequalizers, $G$ preserves these coequalizers, and $G$ reflects isomorphisms then $G$ is monadic. □

We conclude this section by mentioning the connection between the theory of monads and universal algebra. For a more detailed account we refer to [31,61] for the finitary case, to [133] for the infinitary one, and to the comprehensive [137].

An *algebraic theory* $T = \langle \Omega, E \rangle$ consists of a class $\Omega$ of operators each with an associated set $I$ denoting its arity, and a class $E$ of identities of the form $e_i = e_r$, where $e_i$ and $e_r$ are expressions formed from a convenient set of variables by applying the given operators.

A *$T$-algebra* is a set $A$ together with a corresponding function $\omega_A : A^I \rightarrow A$ for each operator $\omega$ of $\Omega$ of arity $I$, such that independently of the way we substitute elements of $A$ for the variables, the identities of $E$ hold in $A$. More formally, if $e$ is an expression formed using a set of variables $x_i$ for $i \in I$ by applying the given operators in $\Omega$, the substitution of elements of $A$ for the $x_i$’s gives us a corresponding function $e : A^I \rightarrow A$. If $A$ is a $T$-algebra and $e_i = e_r$ is an identity in $E$ using free variables $x_i$ for $i \in I$, then the two corresponding functions $e_i, e_r : A^I \rightarrow A$ must be equal.

A *$T$-homomorphism* between two $T$-algebras $A$ and $B$ is a function $f : A \rightarrow B$ such that $\omega_f \circ \Pi_{i \in I} f = f \circ \omega_A$ for each operator $\omega \in \Omega$ of arity $I$. The collection of all $T$-algebras and $T$-homomorphisms between them form a category.
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**T-Alg.** There is a forgetful functor $U : T\text{-}\text{Alg} \rightarrow \text{Set}$ mapping every $T$-algebra $A$ to its underlying set $A$ (its action on morphisms is obvious). The following proposition [137, Chapter 1] summarizes some important features of the category of $T$-algebras.

**Proposition 2.1.3** For every algebraic theory $T$ the category of $T$-algebras $T\text{-}\text{Alg}$ has all small limits: they are constructed exactly as in $\text{Set}$, and the forgetful functor $U : T\text{-}\text{Alg} \rightarrow \text{Set}$ preserves them. Moreover, if the forgetful functor $U : T\text{-}\text{Alg} \rightarrow \text{Set}$ has a left adjoint, then the functor $U$ is monadic and $T\text{-}\text{Alg}$ has all small colimits. $\square$

Let $T = \langle \Omega, E \rangle$ be an algebraic theory. A presentation $T\langle G \mid R \rangle$ consists of a set $G$ (called in this context of *generators*) and a set $R$ of pairs (called in this context *relations*) of the form $\langle e_i, e_r \rangle$, where $e_i$ and $e_r$ are expressions formed from generators in $G$ by applying the given operators in $\Omega$. A *model* for a presentation $T\langle G \mid R \rangle$ is a $T$-algebra $A$ together with a function $[-]_A : \Omega \rightarrow A$ such that if $\langle e_i, e_r \rangle$ is a relation in $R$ then $[e_i]_A = [e_r]_A$. In the latter equality, we have applied the function $[-]_A : \Omega \rightarrow A$ to an expression $e$ (built up from generators in $G$ and operators in $\Omega$) by replacing the generators $g$ by their interpretation $[g]_A$, the operators $\omega$ by the corresponding operations $\omega_A$, and evaluating the resulting function in $A$ to give $[e]_A \in A$.

Notice that in a presentation we make two different uses of equations: in the identities of $E$ that are part of $T$ equations contain variables and must hold whatever values from an algebra are substituted for the variables, and in the relations of $R$ equations contain generators and must hold when the generators are given their particular values in a model.

A $T$-algebra $A$ is *presented* by a presentation $T\langle G \mid R \rangle$ if it is a model for the presentation, and for every other model $B$ there exists a unique morphism $h : A \rightarrow B$ in $T\text{-}\text{Alg}$ such that $h([g]_A) = [g]_B$ for every generator $g \in G$. Clearly, the algebra presented by generators and relations if it exists is unique, up to isomorphisms in $T\text{-}\text{Alg}$. Once we know that the forgetful functor $U : T\text{-}\text{Alg} \rightarrow \text{Set}$ has a left adjoint $F$, the standard theory of congruences gives us a way to force the relations $R$ on the free $T$-algebra $F(G)$. The resulting $T$-algebra is presented by $T\langle G \mid R \rangle$.

For a *finitary algebraic theory* $T$, i.e. one with a set (and not a proper class) of operators and such that each operator has finite arity, every presentation $T\langle G \mid R \rangle$ always presents a $T$-algebra. It can be constructed as a suitable quotient of the set of terms formed from $G$ by applying the operators of $T$. This implies that the forgetful functor $T\text{-}\text{Alg} \rightarrow \text{Set}$ is monadic [137, Chapter...
1] with left adjoint given by the assignment which takes every set $G$ to the algebra which presents $T(G \mid \emptyset)$.

More generally, given any monad on $\textbf{Set}$ we can describe its algebras by operations and equations, provided that we allow infinitary theories $T$ (ones with proper classes of operators and equations, respectively). The converse is, unfortunately, false: there are infinitary theories $T$ for which a presentation $T(G \mid R)$ does not present any $T$-algebra. Technically what goes wrong is that the collection of terms formed from $G$ by applying the operators of $\Omega$ and satisfying the equations of $E$ can be too big to be a valid set (i.e. it can be a proper class). Examples are the theory of complete Boolean algebras $[73,87]$ and the theory of complete lattices $[87]$.

### 2.2 Partial orders

Partially ordered sets occur at many different places in mathematics, and their theory belongs to the fundamentals of any book on lattice theory. A classic reference on lattice theory, representative of the status of the theory in 1967, is the book of Birkhoff $[31]$. A good introductory modern book on lattice theory and ordered structures is that of Davey and Priestley $[54]$. In recent years, partial orders on information have been successfully used in the semantics of programming languages $[173,177]$. The mathematical part of this approach is called domain theory. Here the word domain qualifies a mathematical structure which embodies both a notion of convergence and a notion of approximation $[4]$. A discussion on domain theory is presented in the subsection below. The reader who wishes to consult a more detailed introduction to domain theory and continuous lattices may find $[160,4]$ and $[77]$ useful references.

Let $P$ be a set. A preorder $\preceq$ on $P$ is a binary, reflexive and transitive relation. A partial order on $P$ is a binary relation $\leq$ which is reflexive, transitive and also antisymmetric. A poset is a set equipped with a partial order. A poset $P$ is said to be discrete if the partial order coincides with the identity relation. Hence every set can be thought of as a discrete poset.

In every preordered set $P$ we denote, for $x \in P$, by $\uparrow x$ the upper set of $x$, and by $\downarrow x$ the lower set of $x$, that is,

$$\uparrow x = \{y \in P \mid x \preceq y\} \text{ and } \downarrow x = \{y \in P \mid y \preceq x\}.$$  

The set $\uparrow x$ is also called the principal filter of $X$ generated by $x$. 
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Let \( P \) be a poset and \( S \) be a subset of \( P \). An element \( x \) of \( P \) is a join (or least upper bound) for \( S \), written as \( x = \bigvee S \), if for all \( s \in S \), \( s \leq x \) and if \( s \leq y \) for all \( s \in S \) then \( x \leq y \). Since the partial order is antisymmetric, the join of \( S \) if it exists is unique. If \( S \) is a two element set \( \{ s, t \} \) then we write \( s \lor t \) for \( \bigvee S \); and if \( S \) is the empty set \( \emptyset \) then we write \( \bot \) for \( \bigvee S \). Clearly if \( \bot \) exists then it is the least element of \( P \).

Dually, in any poset \( P \) we can define the notion of meet by reversing all the inequalities in the definition of the join. We write \( \bigwedge S \), \( s \land t \) and \( \top \) for the meet of an arbitrary subset \( S \) of \( P \), the binary meet and the empty meet. Notice that for every upper closed subset \( S \) of \( P \), if \( \bigwedge S \) exists in \( S \) then \( S = \uparrow(\bigwedge S) \).

A function \( f : P \to Q \) between two posets is said to be monotone if \( p \leq q \) in \( P \) implies \( f(p) \leq f(q) \). If the reverse implication holds then \( f \) is said to be order reflecting. The collection of all posets with monotone functions between them forms the category \( \text{PoSet} \).

A function \( f : P \to Q \) between two posets is said to be strict whenever \( \bot \in P \) is the least element of \( P \) implies \( f(\bot) \) is the least element of \( Q \).

A function \( f : P \to Q \) between two posets is said to be finitely additive if it preserves all finite joins of \( P \), and completely additive if it preserves all joins of \( P \). Dual notions are finitely multiplicative and completely multiplicative.

An element \( x \) of a poset \( P \) is said to be a least fixed point of \( f : P \to P \) if \( f(x) = x \), and \( f(y) = y \) implies \( x \leq y \) for all other \( y \in P \). Dually, \( x \) is said to be a greatest fixed point of \( f : P \to P \) if \( f(x) = x \), and \( f(y) = y \) implies \( y \leq x \) for all other \( y \in P \). The following proposition is due to Knaster [120] and later reformulated by Tarski [189] to assert that the set of fix-points of a monotone function \( f \) on a complete lattice forms a complete lattice (and therefore \( f \) has a least fixed point).

**Proposition 2.2.1** Let \( P \) be a poset and let \( f : P \to P \) be a monotone function. If \( y = \bigwedge \{ x \mid f(x) \leq x \} \) exists in \( P \), then \( y \) is the least fixed point of \( f \). Similarly, if \( z = \bigvee \{ x \mid x \leq f(x) \} \) exists in \( P \), then \( z \) is the greatest fixed point of \( f \). \( \Box \)

A poset in which every finite subset has a join is called join-semilattice and, analogously, a poset in which every finite subset has a meet is called meet-semilattice. A lattice is a poset in which every finite subset has both meet and join. By considering arbitrary subsets, and not just finite ones, we can define complete join-semilattice, complete meet-semilattice and complete lattice. A poset is a complete join-semilattice if and only if it is a complete meet-
A lattice $L$ is called \textit{distributive} if
\[ a \land (b \lor c) = (a \land b) \lor (a \land c) \]
for all $a, b$ and $c$ in $L$. The above equation holds for a lattice if and only if so does its dual [172]
\[ a \lor (b \land c) = (a \lor b) \land (a \lor c). \]

The class of all distributive lattices together with functions preserving both finite meets and finite joins defines a category, denoted by \textbf{DLat}. A distributive lattice $L$ is called a \textit{Heyting algebra} if for all $a$ and $b$ in $L$ there exists an element $a \rightarrow b$ such that, for all $c$,
\[ c \leq (a \rightarrow b) \text{ if and only if } (c \land a) \leq b. \]

A Heyting algebra $L$ is said to be a \textit{Boolean algebra} if and only if for all $a \in L$,
\[ (a \rightarrow \bot) \rightarrow \bot = a. \]

In this case, the element $a \rightarrow \bot$ is called the complement of $a$, and is usually denoted by $\neg a$.

A complete lattice $L$ satisfying the infinite distributive law
\[ a \land \bigvee S = \bigvee\{a \land s \mid s \in S\} \]
for all $a \in L$ and all subsets $S$ of $L$ is called a \textit{frame}. Frames with functions preserving arbitrary joins and finite meets form a category called $\textbf{Frm}$. Every frame $F$ defines a Heyting algebra by putting
\[ a \rightarrow b = \bigvee\{c \in F \mid c \land a \leq b\}. \]
Conversely, every Heyting algebra which has a join for every subset is also a frame. However, frame morphisms do not need to preserve the \rightarrow operation.

A complete lattice \( L \) is called \textit{completely distributive} if, for all sets \( \mathcal{A} \) of subsets of \( L \),

\[
\bigwedge \{ \bigvee S \mid S \in \mathcal{A} \} = \bigvee \{ \bigwedge (\mathcal{A}) \mid f \in \Phi(\mathcal{A}) \},
\]

where \( f(\mathcal{A}) \) denotes the set \( \{ f(S) \mid S \in \mathcal{A} \} \) and \( \Phi(\mathcal{A}) \) is the set of all functions \( f : \mathcal{A} \rightarrow \bigcup \mathcal{A} \) such that \( f(S) \in S \) for all \( S \in \mathcal{A} \). The above equation holds for a complete lattice if and only if so does its dual \[164\]

\[
\bigvee \{ \bigwedge S \mid S \in \mathcal{A} \} = \bigwedge \{ \bigvee (\mathcal{A}) \mid f \in \Phi(\mathcal{A}) \}.
\]

Because of the presence of arbitrary choice functions in the statement of the above law, proofs involving complete distributivity require the axiom of choice. For example, the statement that the set \( \mathcal{P}(X) \) of all subsets of a set \( X \) is a completely distributive lattice when ordered by subset (or superset) inclusion is equivalent to the axiom of choice \[53\]. Completely distributive lattices with functions preserving both arbitrary meets and arbitrary joins form a category, denoted by \textbf{CDL}. Every completely distributive lattice is a frame and every frame is a distributive lattice. Moreover, there are obvious forgetful functors \textbf{CDL} \rightarrow \textbf{Frm} and \textbf{Frm} \rightarrow \textbf{DLat}. Every \textit{complete ring of sets}, that is, a set of subsets of \( X \) closed under arbitrary intersections and arbitrary unions, is a completely distributive lattice.

For a meet semilattice \( L \), a non-empty subset \( \mathcal{F} \) of \( L \) is said to be a \textit{filter} if

\begin{enumerate}
\item \( \mathcal{F} \) is upper closed; i.e. \( a \in \mathcal{F} \) and \( a \leq b \) implies \( b \in \mathcal{F} \); and
\item \( \mathcal{F} \) is a sub-meet-semilattice; i.e. \( a \in \mathcal{F} \) and \( b \in \mathcal{F} \) imply \( a \wedge b \in \mathcal{F} \).
\end{enumerate}

The collection of all filters of a meet semilattice \( L \) is denoted by \( \text{Fil}(L) \). If \( L \) is also a lattice then a filter \( \mathcal{F} \subseteq L \) is \textit{prime} if for all finite subsets \( S \) of \( L \), \( \bigvee S \in \mathcal{F} \) implies there exists \( s \in S \cap \mathcal{F} \). Finally, if \( L \) is a complete lattice then a filter \( \mathcal{F} \subseteq L \) is \textit{completely prime} if \( \bigvee S \in \mathcal{F} \) implies there exists \( s \in S \cap \mathcal{F} \). For example, for any \( a \in L \) the subset \( \uparrow a = \{ b \in L \mid a \leq b \} \) is a filter.

For a complete lattice \( L \), an element \( p \in L \) is said to be \textit{prime} if \( p \neq \top \), and \( a \wedge b \leq p \) imply \( a \leq p \) or \( b \leq p \). The collection of all prime elements of \( L \) is denoted by \( \text{Spec}(L) \). The map which sends each completely prime element \( p \in L \) to \( \uparrow \bigwedge (L \setminus \downarrow p) \) and the map which sends each completely prime filter \( \mathcal{F} \)
of \(L\) to \(\bigvee(L \setminus \mathcal{F})\) form an isomorphism between the completely prime filters and the prime elements of a complete lattice \(L\).

**Directed complete partial orders**

There is a special class of joins in a poset that we will consider next. A non-empty subset \(S\) of a poset \(P\) is said to be directed if for all \(s\) and \(t\) in \(S\) there exists \(x \in S\) with both \(s \leq x\) and \(t \leq x\). For example, the set of elements of an \(\omega\)-chain of a poset \(P\) forms a directed set, where an \(\omega\)-chain is a countable sequence \((x_n)_n\) of element of \(P\) such that \(x_n \leq x_{n+1}\) for all \(n \geq 0\).

We say that \(P\) is a directed complete partial order (dcpo) if \(\bigvee S\) exists for every directed subset \(S\) of \(P\). A dcpo \(P\) with a least element \(\bot\) is called a complete partial order (cpo). If a poset has finite joins and directed joins then it has arbitrary joins.

An element \(b\) of a dcpo \(P\) is compact if for every directed subset \(S\) of \(P\), \(b \leq \bigvee S\) implies \(b \leq s\) for some \(s \in S\). The set of all compact elements of \(P\) is denoted by \(\mathcal{K}(P)\). In any dcpo, the join of finitely many compact elements, if it exists, is again a compact element. A dcpo \(P\) is said to be algebraic if every \(x \in P\) is the join of the directed set of compact elements below it, that is, \(x = \bigvee\{b \in \mathcal{K}(P) \mid b \leq x\}\). A dcpo \(P\) is \(\omega\)-algebraic if it is algebraic and the set \(\mathcal{K}(P)\) is countable. When a dcpo is \(\omega\)-algebraic we do not need to consider general directed joins, but only joins of \(\omega\)-chains are sufficient.

A monotone function \(f : P \to Q\) between two dcpos is said to be continuous (or Scott continuous) if it preserves all directed joins. The collection of all dcpo’s with continuous functions forms a category, denoted by \textbf{DCPO}. The full subcategory of \textbf{DCPO} whose objects are complete partial orders is denoted by \textbf{CPO}, whereas the full sub-category of \textbf{DCPO} whose objects are algebraic dcpo’s is denoted by \textbf{AlgPos}. The forgetful functor \(\textbf{CPO} \to \textbf{DCPO}\) has a left adjoint \((-)\perp\) mapping every dcpo \(P\) to the lift \(P\perp\), that is, the poset \(P\) with a new least element adjoined. If \(P\) is a set (e.g. discrete dcpo), then the lift \(P\perp\) is said to be a flat cpo. A flat cpo is algebraic and every element is compact. Dually to the lift, for a poset \(P\) we denote by \(P^\top\) the poset \(P\) with a new top element adjoined.

The forgetful functor \(U : \textbf{AlgPos} \to \textbf{PosSet}\) has a left adjoint \(\text{Idl}(-)\) defined by the map which assigns to a poset \(P\) the algebraic dcpo \(\text{Idl}(P)\) of directed ideals of \(P\) (i.e. the directed lower subsets of \(P\)) ordered by subset inclusion. Moreover, \(\text{Idl}(P)\) is also a cpo if and only if \(P\) has a least element. The
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algebraic dcpo \( \text{Idl}(P) \) is often referred to as the \textit{ideal completion} of the poset \( P \). More generally, for a preordered set \( P \), the poset \( \text{Idl}(P) \) of all directed ideals of \( P \) ordered by subset inclusion forms an algebraic dcpo with compact elements \( \uparrow x \) for \( x \in P \).

Let \( P \) be an algebraic cpo. There are three standard preorders defined on subsets \( X \) and \( Y \) of \( P \):

- the \textit{Hoare preorder}, defined as \( X \preceq_H Y \) if \( \forall x \in X \exists y \in Y : x \leq y \);
- the \textit{Smyth preorder}, defined as \( X \preceq_S Y \) if \( \forall y \in Y \exists x \in X : x \leq y \); and
- the \textit{Egli-Milner preorder}, defined as \( X \preceq_E Y \) if \( X \preceq_H Y \) and \( X \preceq_S Y \).

Powerdomains can be constructed from these preorders by ideal completion: the \textit{Hoare powerdomain} \( \mathcal{H}(P) \), the \textit{Smyth powerdomain} \( \mathcal{S}(P) \) and the \textit{Plotkin powerdomain} \( \mathcal{E}(P) \) of an algebraic cpo \( P \) are defined as the ideal completion of \( (\mathcal{P}_{fn}(\mathcal{K}(P)) ; \preceq_H) \), \( (\mathcal{P}_{fn}(\mathcal{K}(P)) ; \preceq_S) \), and \( (\mathcal{P}_{fn}(\mathcal{K}(P)) ; \preceq_E) \), respectively, where \( \mathcal{P}_{fn}(\mathcal{K}(P)) \) consists of all finite, non-empty sets of compact elements of \( P \).

Let \( P \) and \( Q \) be two algebraic cpo’s. The \textit{coalesced sum} \( P \oplus Q \) is defined as the disjoint union of \( P \) and \( Q \) with bottom elements identified, whereas the \textit{separated sum} \( P + Q \) is the disjoint union of \( P \) and \( Q \) with a new bottom element \( \bot \) adjoined. The \textit{product} \( P \times Q \) is defined as the Cartesian product of the underlying sets ordered componentwise. All these constructions can be generalized to arbitrary sets of algebraic cpo’s. For example, the separated sum, \( \sum_i P_i \) is the algebraic cpo obtained by the disjoint union of all the algebraic cpo’s \( P_i \) with a new bottom element \( \bot \) adjoined.

Let \( P \) be a cpo. A \textit{minimal upper bound} \( x \) of a subset \( S \) of \( P \) is an upper bound of \( S \) (that is, \( s \leq x \) for all \( s \in S \)) such that for all \( y \in P \),

\[
\forall s \in S : s \leq y \land y \leq x \Rightarrow x \leq y.
\]

In other words, \( x \) is a minimal upper bound of \( S \) if \( x \) is above every element in \( S \) and there is no other element \( y \) above every element in \( S \) but below \( x \). Note that, in contrast with a least upper bound, a minimal upper bound need not to be unique. The set \( \text{mub}(S) \) denotes the set of minimal upper bounds of \( S \), and the set \( \text{mub}^*(S) \) is the smallest set \( Y \subseteq P \) such that \( S \subseteq Y \) and if \( X \subseteq Y \) then \( \text{mub}(X) \subseteq Y \), that is, \( \text{mub}^*(S) \) is the least set containing \( S \) and closed under \( \text{mub}(\cdot) \). An algebraic cpo \( P \) is said to be an \textit{SFP-domain} if for every finite subset \( S \) of compact elements \( \mathcal{K}(P) \):

(i) if \( y \) is an upper bound of \( S \) then \( x \leq y \) for some \( x \in \text{mub}(S) \), and
(ii) the set $mub^*(S)$ is finite.

Alternatively, one can define SFP-domains as those algebraic cpo’s which arise both as limits and as colimits in CPO of countable sequences (via embedding-projection pairs) of finite posets [158]. The full sub-category of $\text{AlgPos}$ whose objects are SFP-domains is denoted by $\text{SFP}$. The justification for studying this category is that it is the largest Cartesian closed category with $\omega$-algebraic cpo’s as objects and continuous functions as morphisms [178]. The only fact about $\text{SFP}$ which we will need in the sequel is that it is closed under the following constructors: lift, coalesced sum, countable separated sum, and Plotkin powerdomain. Moreover $\text{SFP}$ admits recursive definitions of SFP-domains by using the above constructors [160, Chapter 5, Theorem 1].

**Fixed points**

In Proposition 2.2.1 sufficient conditions are given to guarantee the existence of least and greatest fixed points of a monotone function on a poset. Next we recall other characterizations of least and greatest fixed points of monotone functions. For an overview of fixed point theorems we refer to [129].

Let $P$ be a poset and let $f : P \to P$ be a function. For any ordinal $\alpha$ define $f^{(\alpha)}$ and $f^{[\alpha]}$ as the following elements of $P$ (if they exists):

\[
f^{(\alpha)} = f(\bigvee \{f^{(\beta)} \mid \beta < \alpha\}) \text{ and } f^{[\alpha]} = f(\bigwedge \{f^{[\beta]} \mid \beta < \alpha\}).
\]

In general they do not need to exist, since $\bigvee \{f^{(\beta)} \mid \beta < \alpha\}$ and $\bigwedge \{f^{[\beta]} \mid \beta < \alpha\}$ may not exist. Notice that for $\alpha = 0$, $f^{(\alpha)} = f(\bot)$ when the least element $\bot \in P$ exists since in this case the join over an empty index set is the bottom element. Similarly, for $\alpha = 0$, $f^{[\alpha]} = f(\top)$ when the top element exists.

The following proposition, originally formulated by Kleene [119] in a different context, characterizes the least fixed point as a directed join in contrast with Proposition 2.2.1 where the least fixed point is characterized as an infinite meet.

**Proposition 2.2.2** Let $P$ be a complete partial order. If $f : P \to P$ is a continuous function then $f^{(\alpha)}$ exists in $P$ for every ordinal $\alpha$, and $f^{(\omega_0)}$ is the least fixed point of $f$ (here $\omega_0$ is the first limit ordinal). □

Hitchcock and Park have extended the above proposition by weakening the constraint on $f$ from continuous to monotone [100].
**Proposition 2.2.3** Let $P$ be a complete partial order. If $f : P \to P$ is a monotone function then $f^{(\alpha)}$ exists in $P$ for every ordinal $\alpha$, and there exists an ordinal $\beta$ such that $f^{(\beta)} = f^{(\alpha)}$ whenever $\beta \leq \alpha$. The latter implies that $f^{(\beta)}$ is the least fixed point of $f$. □

The dual of the above proposition holds as well. To guarantee the existence of certain meets we rephrase it for complete lattices.

**Proposition 2.2.4** Let $P$ be a complete lattice. If $f : P \to P$ is a monotone function then $f^{[\alpha]}$ exists in $P$ for every ordinal $\alpha$, and there exists an ordinal $\beta$ such that $f^{[\beta]} = f^{[\alpha]}$ whenever $\beta \leq \alpha$. The latter implies that $f^{[\beta]}$ is the greatest fixed point of $f$. □

Under certain circumstances, the least fixed point of a function on a cpo can be enough to guarantee the existence of the least fixed point of another function on a poset which is not necessarily complete [10].

**Proposition 2.2.5** Let $P$ be a cpo and let $Q$ be a poset such that there is a strict and continuous function $h : P \to Q$. If $x \in P$ is the least fixed point of a monotone function $f : P \to P$ and $g : Q \to Q$ is another monotone function such that the following diagram commutes

\[
\begin{array}{ccc}
P & \xrightarrow{f} & P \\
\downarrow{h} & & \downarrow{h} \\
Q & \xrightarrow{g} & Q
\end{array}
\]

then the least fixed point of $g$ exists and equals $h(x)$. □

Several generalizations and applications of the above proposition (often called the transfer lemma) can be found in [140].

### 2.3 Metric spaces

We conclude this chapter with a section on some basic notions related to metric spaces. The results in this section will play a key role only in the second part of this monograph. Like partially ordered sets, metric spaces are fundamental structures in mathematics, especially in topology. For details we refer the reader to Engelking’s standard work [63] and Dugundji’s classical
book [59]. We use metric spaces as a mathematical structure for semantics of
programming languages, following the work of Arnold and Nivat [11]. For a
comprehensive survey of the use of metric spaces in the semantics of a large
variety of programming notions, we refer the reader to [23].

A (one-bounded) metric space consists of a set $X$ together with a function
$d_X : X \times X \to [0,1]$, called metric or distance, satisfying, for $x, y$ and $z$ in $X$,

$$
\begin{align*}
(i) \quad & d_X(x, x) = 0 & (ii) \quad & d_X(x, z) \leq d_X(x, y) + d_X(y, z) \\
(iii) \quad & d_X(x, y) = d_X(y, x) & (iv) \quad & d_X(x, y) = d_X(y, x) = 0 \implies x = y
\end{align*}
$$

A set $X$ with a function $d_X : X \times X \to [0,1]$ satisfying only (i), (ii), and (iii)
is called a (one-bounded) pseudo metric space. A quasi metric space is a set
$X$ with a function $d_X : X \times X \to [0,1]$ satisfying axioms (i), (ii), and (iv). We
shall usually write $X$ instead of $(X, d_X)$ and denote the metric of $X$ by $d_X$. A
metric space $X$ with a distance function which satisfies, for all $x, y$ and $z$ in $X$,

$$
d_X(x, z) \leq \max\{d_X(x, y), d_X(y, z)\}
$$

is said to be an ultra-metric space. Clearly the above axiom implies axiom (ii).

A countable sequence of points $(x_n)_n$ of a metric space $X$ is said to converge
to an element $x \in X$ if

$$
\forall \varepsilon > 0 \exists k \geq 0 \forall n \geq k : d_X(x_n, x) \leq \varepsilon.
$$

Every sequence converges to at most one point which, if it exists, is said to
be the limit of the sequence. It is denoted by $\lim_n x_n$. A countable sequence of
points $(x_n)_n$ of a metric space $X$ is said to be Cauchy if

$$
\forall \varepsilon > 0 \exists k \geq 0 \forall m, n \geq k : d_X(x_m, x_n) \leq \varepsilon.
$$

As can be easily seen, every convergent sequence is Cauchy. A metric space is
called complete if every Cauchy sequence converges to some point in $X$.

The simplest example of a complete metric space is the following. A metric
space $X$ is called discrete if

$$
\forall x \in X \exists \varepsilon > 0 \forall y \in X : d_X(x, y) < \varepsilon \implies x = y.
$$
Every discrete metric space is complete since it has no non-trivial Cauchy sequences. A set \( X \) can be seen as a discrete metric space if endowed with a distance function which assigns to \( x, y \in X \), distance 1 if \( x \neq y \) and distance 0 otherwise.

Let \( X \) and \( Y \) be two metric spaces. A function \( f : X \to Y \) is said to be non-expansive if \( d_Y(f(x_1), f(x_2)) \leq d_X(x_1, x_2) \) for all \( x_1, x_2 \in X \). The set of all non-expansive functions from \( X \) to \( Y \) is denoted by \( X \rightarrow Y \). Complete metric spaces together with non-expansive maps form a category, denoted by CMS.

Of special interest in the study of metric spaces are contracting functions, that is, functions \( f : X \to Y \) such that

\[
\exists \epsilon < 1 \forall x, y \in X: d_Y(f(x_1), f(x_2)) \leq \epsilon \cdot d_X(x_1, x_2).
\]

The following proposition is known as the Banach fixed point theorem [25].

**Proposition 2.3.1** If \( X \) is a complete metric space and \( f : X \to X \) is a contracting function then \( f \) has a unique fixed point \( x \) such that, for every \( y \in X \), \( x = \lim_n y_n \), where \( (y_n)_n \) is the Cauchy sequence defined inductively by \( y_0 = y \) and \( y_{n+1} = f(y_n) \). \( \Box \)

Next we define some of the constructors on metric spaces. For all \( \epsilon \leq 1 \) and metric space \( X \), define the metric space \( \epsilon \cdot X \) as the set \( X \) with distance function, for all \( x_1 \) and \( x_2 \) in \( X \),

\[
d_{\epsilon \cdot X}(x_1, x_2) = \epsilon \cdot d_X(x_1, x_2).
\]

The product \( X \times Y \) of two metric spaces \( X \) and \( Y \) is defined as the Cartesian product of their underlying sets together with distance, for \( \langle x_1, y_1 \rangle \) and \( \langle x_2, y_2 \rangle \) in \( X \times Y \),

\[
d_{X \times Y}(\langle x_1, y_1 \rangle, \langle x_2, y_2 \rangle) = \max\{d_X(x_1, x_2), d_Y(y_1, y_2)\}.
\]

The exponent of \( X \) and \( Y \) is defined by

\[
Y^X = \{ f : X \to Y \mid f \text{ is non-expansive } \},
\]

with distance, for \( f \) and \( g \) in \( Y^X \),

\[
d_{Y^X}(f, g) = \sup\{d_Y(f(x), g(x)) \mid x \in X\}.
\]
Notice that if \( Y \) is a set endowed with the discrete metric then every function from \( Y \) to \( X \) is non-expansive. The disjoint union \( X + Y \) of two metric spaces \( X \) and \( Y \) is defined by taking the disjoint union of their underlying sets with distance, for \( z_1 \) and \( z_2 \) in \( X + Y \),

\[
d_{X+Y}(z_1, z_2) = \begin{cases} 
  d_X(z_1, z_2) & \text{if } z_1 \in X \text{ and } z_2 \in X \\
  d_Y(z_1, z_2) & \text{if } z_1 \in Y \text{ and } z_2 \in Y \\
  1 & \text{otherwise.}
\end{cases}
\]

If both \( X \) and \( Y \) are complete metric spaces then also \( X \times Y \), \( Y^X \) and \( X + Y \) are complete metric spaces.

The Hausdorff distance between two subsets \( A \) and \( B \) of a metric space \( X \) is defined by

\[
d_{\mathcal{P}(X)}(A, B) = \max \{ \sup \{ \inf \{ d_X(a, b) \mid b \in B \} \mid a \in A \}, \\
\inf \{ d_X(a, b) \mid a \in A \} \mid b \in B \} \}
\]

with the convention that \( \inf \emptyset = 1 \) and \( \sup \emptyset = 0 \). In general \((\mathcal{P}(X), d_{\mathcal{P}(X)})\) is a pseudo metric space: different subsets of \( X \) can have null distance. In order to turn sets of subsets of a metric space into a metric space, we need the following notions. A subset \( S \) of a metric space \( X \) is said to be closed if the limit of every convergent sequence in \( S \) is an element of \( S \). For example, the set \( X \) itself is closed as well as the empty set. Also, every singleton set \( \{ x \} \) is closed. In general, every subset \( S \) can be extended to a closed set

\[
\text{cl}(S) = \{ \lim x_n \mid (x_n)_n \text{ is a convergent sequence in } S \}.
\]

Clearly, \( \text{cl}(S) \) is the smallest closed set containing \( S \). Notice that if \( S \) is a closed subset then \( \text{cl}(S) = S \). A subset \( S \) of a metric space \( X \) is compact if for every sequence in \( S \) there exists a sub-sequence converging to some element in \( S \). Every compact set is closed, and every finite set is compact. A metric space \( X \) is compact if the set \( X \) is compact. It follows that every compact metric space is complete.

Both the collection of compact subsets of a metric space \( X \), denoted by \( \mathcal{P}_{co}(X) \), and the collection of closed subsets of \( X \), denoted by \( \mathcal{P}_{cl}(X) \), are metric spaces when taken with the Hausdorff distance. Moreover, if \( X \) is a complete metric space then \( \mathcal{P}_{co}(X) \) is a complete metric space \([85]\), and also \( \mathcal{P}_{cl}(X) \) is a
Chapter 2. Mathematical preliminaries

complete metric space [124]. We refer to them as the compact and closed pow-erdomain of $X$, respectively. Below we give two properties of the Hausdorff distance which will be useful later.

**Proposition 2.3.2** Let $X$ be a metric space. For all $\delta \geq 0$ and subsets $A$ and $B$ of $X$, $d_{\mathcal{P}(X)}(A, B) \leq \delta$ if and only if for all $\epsilon > 0$,

$$\forall a \in A \exists b \in B: d_X(a, b) \leq \delta + \epsilon$$

\[\square\]

While the above proposition is standard the following one seems to be new.

**Proposition 2.3.3** Let $X$ be a metric space and $V$ and $W$ be two sets of subsets of $X$ such that for all $C \subseteq X$, if $\cap V \subseteq C$ then $C \in V$, and if $\cap W \subseteq C$ then $C \in W$. Then

$$d_{\mathcal{P}(\mathcal{P}(X))}(V, W) = d_{\mathcal{P}(X)}(\cap V, \cap W).$$

**Proof.** Put $V_0 = \cap V$ and $W_0 = \cap W$. Let also $\delta = d_{\mathcal{P}(\mathcal{P}(X))}(V, W)$ and $\delta_0 = d_{\mathcal{P}(X)}(V_0, W_0)$. We claim

\begin{align*}
\forall X \in V \exists Y \in W: d_{\mathcal{P}(X)}(X, Y) &\leq \delta_0 + \epsilon \quad \text{and} \\
\forall Y \in W \exists X \in V: d_{\mathcal{P}(X)}(Y, X) &\leq \delta_0 + \epsilon
\end{align*}

for an arbitrary $\epsilon$>0. From the above claim $\delta \leq \delta_0$ follows by Proposition 2.3.2. Next we prove the claim. Choose some $\epsilon > 0$ and $X \in V$. Put $Y = W_0 \cup X$. By the closure property of $W$, since $W_0 \subseteq Y$, also $Y \in W$. Since $X \subseteq Y$ we have that for all $x \in X$ we can find $y \in Y$ such that $d_X(x, y) = 0$. On the other hand, for all $y \in Y$, either $y \in W_0$ or $y \in X$ by definition. So, either $d_X(y, x) \leq \delta_0 + \epsilon$ for some $x \in V_0 \subseteq X$ (since $d_{\mathcal{P}(X)}(V_0, W_0) \leq \delta_0 + \epsilon$ and $V_0 \subseteq X \subseteq V$) or $d_X(y, x) = 0 \leq \delta_0 + \epsilon$ from $x = y \in X$. Hence (2.2) follows by Proposition 2.3.2. Symmetrically we derive

$$\forall Y \in W \exists X \in V: d_{\mathcal{P}(X)}(Y, X) \leq \delta_0 + \epsilon$$

from which our claim follows and we conclude $\delta = d_{\mathcal{P}(\mathcal{P}(X))}(V, W) \leq \delta_0$.

In order to show the converse, i.e. $\delta_0 \leq \delta$, we establish

$$\forall x \in V_0 \exists y \in W_0: d_X(x, y) \leq \delta + \epsilon \quad \text{and}$$

\[\hspace{1cm} \text{(2.3)}\]
\[ \forall y \in W_0 \exists x \in V_0: d_X(y, x) \leq \delta + \epsilon, \]

for all \( \epsilon > 0 \). Since \( d_{\mathcal{P}(X)}(V, W) = \delta \), \( V_0 \in V \), and \( W_0 \in W \) we can find \( Y \in W \) and \( X \in V \) by Proposition 2.3.2 such that

\[ d_{\mathcal{P}(X)}(V_0, Y) \leq \delta + \epsilon \text{ and } d_{\mathcal{P}(X)}(X, W_0) \leq \delta + \epsilon. \]

From this we obtain the result (2.3) and its symmetric version, for \( V_0 \subseteq Y \) and \( W_0 \subseteq X \), respectively. Therefore \( \delta_0 = d_{\mathcal{P}(X)}(V_0, W_0) \leq \delta \). \( \square \)

In [9,169], generalizing the results of [24], a method has been developed to justify recursive definitions of complete metric spaces as solutions of domain equations of the form \( X \cong F(X) \), where \( F: \text{CMS} \to \text{CMS} \) is a functor. A solution for the domain equation \( X \cong F(X) \) exists and it is unique (up to isometries) if the functor \( F \) is \textit{locally contracting}, that is, for every two complete metric spaces \( X \) and \( Y \), the mapping

\[ F_{X, Y}: Y^X \to F(Y)^{F(X)} \]

is contractive, where \( F_{X, Y}(f) = F(f) \) for every non-expansive \( f: X \to Y \). If, for all objects \( X, Y \), \( F_{X, Y} \) is non-expansive then the functor is called \textit{locally non-expansive}. Composition of a locally non-expansive functor with a locally contractive one gives a locally contractive functor.

For example, the constructors \( \mathcal{P}_c_{\circ}(-) \) and \( \mathcal{P}_c_{\circ}(-) \) can be extended to functors from \( \text{CMS} \) to \( \text{CMS} \) which are locally non-expansive, while the constructor \( \frac{1}{2} \cdot (-) \) can be extended to a functor from \( \text{CMS} \) to \( \text{CMS} \) which is locally contractive. Also, for a fixed set \( S \) (understood as a discrete metric space), the constructors \( S \times - \), \( S(-) \), and \( S + (-) \) can be extended to functors from \( \text{CMS} \) to \( \text{CMS} \) which are locally non-expansive [9,169].
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The weakest precondition calculus

The role of a sequential program is to produce a final result at the end of a terminating computation. Computations may possibly be non-deterministic and also fail to terminate. The main characteristic of sequential programs is that no interaction with its environment is possible. Programs written in classical programming languages like Pascal are examples of sequential programs. Different semantics for this type of programs (and their relationships) are our main interest in this first part.

The semantics of a programming language $\mathcal{L}$ is a function which assigns to each program in $\mathcal{L}$ its meaning, that is, an element of a domain of meanings chosen for modeling the computations specified by the program. There are different approaches to the definitions of the semantic function and of the semantic domain.

The operational approach is intended to specify the meaning of a program in terms of the steps performed by an abstract machine when executing it. Formally, a transition relation on the configurations of an abstract machine is specified [94,161]: a transition from a configuration to another one represents one atomic step of a computation. Then the semantic function is defined in terms of the transition relation. A computation of a program may fail to terminate if it contains an infinite transition sequence. A computation deadlocks if there is a configuration reached by the computation from which no transition is possible. The operational view of a program on the one hand corresponds
often to its intuitive meaning, but, on the other hand, it is not always abstract enough to be computationally useful since it might require a rather detailed and intricate analysis.

Another approach to semantics is the denotational one [177,142,186,81]: first provide an appropriate semantic domain according to the principle that program constructs denote values, and then define the semantic function in such a way that the meaning of each syntactic construction of a program is given in terms of the meanings of its constituent parts. In particular fixed point techniques are needed to deal with recursion. For sequential programs this results in the relation between input and output values. Thus the most simple abstract denotational domain for sequential programs is that of all functions from a starting state space (the set of all admissible inputs values) to a final state space (the set of all possible output values). The semantics of a program is a function, which we call state transformer. In order to take into account non-termination of programs it is a natural step to consider state transformers employing complete partial orders with a bottom element—a fictitious state representing non-termination. Within this framework, non-determinism can be handled using powerdomains. The state transformer model reflects closely the operational view of a program, but abstracts from the intermediate configurations.

The axiomatic approach has different aims from the operational and the denotational ones: proving program correctness, analyzing program properties, and synthesizing correct programs from formal specifications [56,12,58,17]. Informally, a sequential program is correct if it satisfies the intended relation between input values and output value. Program correctness is expressed by statements of the form \( \{P\} S \{Q\} \), where \( S \) is a sequential program, \( P \) is a predicate on the set of input values (precondition) and \( Q \) is a predicate on the set of output values (postcondition) [101]. The precondition \( P \) describes the initial input values in which the program \( S \) is started, and the postcondition \( Q \) describes the set of the desirable output values. More abstractly, correctness statements can be defined with the weakest precondition and the weakest liberal precondition: programs can be identified with functions, called predicate transformers, from predicates on the set of all possible output values to predicates on the set of all admissible input values. The weakest (liberal) precondition calculus was introduced by Dijkstra [56] as a mathematical tool for reasoning about the partial and total correctness of programs, and it has been further developed in [82,58,98]. This predicate transformer model is called axiomatic because it relies only on algebraic properties of predicates (described for example in [86]).
In this chapter we start by introducing the syntax of a sequential language. Then we define three different state transformer semantic domains. Accordingly, three state transformer semantics for our language are introduced and related. We define two predicate transformer semantics, one by taking into account the possibility of non-termination, and another one by not doing so. State transformer semantics and predicate transformer semantics will be proved to be equivalent. We conclude the chapter with a formal treatment of a backtrack operator in the weakest precondition calculus.

3.1 The sequential language $L_0$

We begin by introducing a simple sequential language $L_0$ which is inspired by Dijkstra’s language of guarded commands [56]. The language constructors are assignment, conditional, non-deterministic choice and sequential composition. The language allows for recursion by means of procedure variables. Dijkstra’s guarded commands, conditionals and recursive combinators can be expressed in terms of the basic constructors of $L_0$.

All the constructors of the language are well-known. The free occurrence of guards as a conditional is already present in Hoare [103]. The non-deterministic choice is studied, for example, by De Bakker in [20]. More generally, the language $L_0$ is a slight variation of Hesselink’s calculus of commands [95].

To define the language, we need as basic blocks the sets $(v \in) IVar$ of (individual) variables, $(e \in) Exp$ of expressions, $(b \in) BExp$ of Boolean expressions, and $(x \in) PVar$ of procedure variables, respectively. For a fixed set of values $Val$, the set of states $(s, t \in) St$ is given by $St = IVar \rightarrow Val$. As usual, for every state $s \in St$, individual variable $v \in IVar$ and value $z \in Val$, $s[z/v]$ denotes the state which evaluates to $s(v')$ for every $v' \neq v$ and evaluates to $z$ otherwise. Also, we postulate valuations

$$\mathcal{E}_v: Exp \rightarrow (St \rightarrow Val) \text{ and } \mathcal{B}_v: BExp \rightarrow \mathcal{P}(St).$$

These functions provide, in a rather abstract way, the semantics of expressions and Boolean expressions. Clearly $\mathcal{E}_v(e)(s) = z$ means that the expression $e$ in a state $s$ has value $z$, and, similarly, $s \in \mathcal{B}_v(b)$ means that the Boolean expression $b$ is true in a state $s$. Notice that for simplicity we assume that the evaluation of an expression and of a Boolean expression is deterministic and always terminates.
The language below has assignment ‘:=’, conditional ‘\(b \rightarrow\)’, sequential composition ‘;’, choice ‘\(\square\)’, and recursion through procedure variables. Its syntax is defined as follows.

**Definition 3.1.1**

(i) The set \( (S \in) \text{Stat}_0 \) of statements is given by

\[
S ::= e \mid b \rightarrow x \mid S ; S \mid S \square S .
\]

(ii) The set \((d \in) \text{Decl}_0\) of declarations is defined by \(\text{Decl}_0 = \text{PVar} \rightarrow \text{Stat}_0\).

(iii) The language \(\mathcal{L}_0\) is given by \(\text{Decl}_0 \times \text{Stat}_0\).

The computational intuition behind assignments is as usual. The conditional ‘\(b \rightarrow\)’ deadlocks in a state in which the Boolean expression ‘\(b\)’ does not evaluate to true and acts as a skip otherwise. We assume deadlock is not signaled. The sequential composition executes the first component and then it executes the second component. The choice executes one of its components (the choice as to which component is taken may be made by an implementation or, for non-sequential languages, may be forced by some external factor). The intended meaning of a procedure variable is body replacement.

We do not give an operational semantics for the language \(\mathcal{L}_0\), since we will not deal with the connection between the operational and denotational semantics (which, of course, is an important topic [160,22,23]). We concentrate on state transformer and predicate transformer models, and we shall rely on our computational intuition when formulating the semantic function.

### 3.2 State transformer models

In the state transformer approach programs are denoted by functions that relate an input state \(s\) to the outcomes of all the computations of the program when started in \(s\). There are two important aspects to be considered. There may be input states \(s\) for which the program deadlocks or fails to terminate. In the first case, since no outcome is present, the input \(s\) is related to the empty set. This is in accordance with the fact that if a program at input \(s\) can either deadlock or produce some outputs then there is no reason to signal deadlock as a result of a computation. In the second case we need to introduce a special value—usually \(\perp\)—to which a non-terminating computation is mapped.

Some difficulties arise when we consider non-deterministic programs. Suppose we have a procedure variable \(x \in \text{PVar}\) declared as \(d(x) = v := 0 ; x\), and let
us consider the programs

- \( P_1 = \langle d, v := 1 \rangle \)
- \( P_2 = \langle d, x \rangle \)
- \( P_3 = \langle d, v := 1 \square x \rangle. \)

While program \( P_1 \) always terminates when activated, an execution of the program \( P_2 \) gets stuck in a loop. An execution of the program \( P_3 \) consists of either executing the program \( P_1 \) or the program \( P_2 \). Which of these three programs should be considered equivalent by a state transformer semantics?

One view is to consider equivalent those programs which have computations that may fail to terminate since nothing can be guaranteed for them. Hence the program \( P_3 \) should be identified with the program \( P_2 \) and it should differ from the program \( P_1 \).

Another view is to identify those programs that have the same sets of outcomes, if any. Then the program \( P_1 \) should be identified with the program \( P_3 \), and both should be different from the program \( P_2 \).

Finally, another view is to consider what actually happens: all three programs are different. Below we give three state transformer domains corresponding to these three views.

\textit{Smyth state transformers}

Let \( X \) be the set of inputs and \( Y \) be the set of all possible outcomes of a class of programs we consider. Computations that are possibly non-terminating are identified (since nothing can be guaranteed of any of them) and mapped to \( Y_\perp = Y \cup \{\perp\} \). Computations that deadlock are mapped to the empty set.

\textbf{Definition 3.2.1} The set of Smyth state transformers from a set \( X \) to a set \( Y \) is defined by

\[
ST_S(X, Y) = X \rightarrow (\mathcal{P}(Y) \cup \{Y_\perp\}).
\]

In general, Smyth state transformers are ordered by the pointwise extension of the superset order, that is, for \( \sigma, \tau \in ST_S(X, Y) \)
\[ \sigma \leq \tau \text{ if and only if } \forall x \in X: \sigma(x) \supseteq \tau(x). \]

The above order can be justified as follows: the smaller the set of outcomes of a program the more can be guaranteed of it. Smyth state transformers form a poset with a least element given by the function mapping every \( x \in X \) to \( Y_\bot \) (corresponding to the program which always fails to terminate, and for which nothing at all can be guaranteed).

Not all Smyth state transformers are ‘reasonable’ denotations of programs. In particular, we may wish to consider only programs which are finitely non-deterministic:

\[
ST^\text{fin}_S(X, Y) = X \rightarrow (P_{\text{fin}}(Y) \cup \{Y_\bot\}),
\]

where \( P_{\text{fin}}(Y) \) consists of the finite subsets of \( Y \).

**Lemma 3.2.2** For every set \( X \) and \( Y \), both \( ST_S(X, Y) \) and \( ST^\text{fin}_S(X, Y) \) are complete partial orders.

**Proof.** Since the function \( \lambda x \in X. Y_\bot \) is in both \( ST_S(X, Y) \) and \( ST^\text{fin}_S(X, Y) \), it is their least element. Assume now \( \mathcal{V} \) is a directed set of functions in \( ST_S(X, Y) \). It is easy to see that

\[
\lambda x \in X. \bigcap \{\sigma(x) \mid \sigma \in \mathcal{V}\}
\]

is the least upper bound of \( \mathcal{V} \) in \( ST_S(X, Y) \). If every \( \sigma \in \mathcal{V} \) is in \( ST^\text{fin}_S(X, Y) \) then \( \sigma(x) \) is either a finite set or \( \{Y_\bot\} \). Thus also

\[
\bigcap \{\sigma(x) \mid \sigma \in \mathcal{V}\}
\]

is a finite set or \( \{Y_\bot\} \) for every \( x \in X \). It follows that (3.1) is the least upper bound of \( \mathcal{V} \) also in \( ST^\text{fin}_S(X, Y) \). \( \square \)

An alternative way to prove that \( ST^\text{fin}_S(X, Y) \) is a complete partial order is to define it as the set of all functions from \( X \) to \( S(Y_\bot) \), the Smyth powerdomain with emptyset (added as a top element) of the flat cpo \( Y_\bot \).
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There are two basic operators for Smyth state transformers which can be used as the semantical counterpart of the syntactical operators of $\mathcal{L}_0$.

**Definition 3.2.3** Let $X$, $Y$ and $Z$ be three sets. Define, for every $x \in X$, the union function $\square : ST_S(X, Y) \times ST_S(X, Y) \rightarrow ST_S(X, Y)$ by

$$(\sigma_1 \square \sigma_2)(x) = \sigma_1(x) \cup \sigma_2(x),$$

and the composition function $; : ST_S(X, Y) \times ST_S(Y, Z) \rightarrow ST_S(X, Z)$ by

$$(\sigma_1 ; \sigma_2)(x) = \begin{cases} Y \bot & \text{if } \bot \in \sigma_1(x) \text{ or } \\ \{y \in \sigma_1(x) : \bot \in \sigma_2(y) \} & \text{otherwise.} \end{cases}$$

These functions are monotone in both their arguments. Moreover, if $\sigma_1$ and $\sigma_2$ are in $ST_{S}^{\text{fin}}(X, Y)$, then also $\sigma_1 \square \sigma_2$ is in $ST_{S}^{\text{fin}}(X, Y)$. Similarly, because the finite union of finite sets is a finite set, if $\sigma_1$ is an element of $ST_{S}^{\text{fin}}(X, Y)$ and $\sigma_2$ is an element of $ST_{S}^{\text{fin}}(Y, Z)$ then their composition $\sigma_1 ; \sigma_2$ is an element of $ST_{S}^{\text{fin}}(X, Z)$.

Once we have defined the semantical operators which will denote the syntactic operators ‘;’ and ‘$\square$’ of the language $\mathcal{L}_0$, we have almost all ingredients to define a state transformer semantics for $\mathcal{L}_0$ using $ST_S(St, St)$ as semantic domain: we have only to define the semantics for the atomic commands ‘$v := e$’ and ‘$b \rightarrow$’, and for the procedure variables ‘$x$’.

**Definition 3.2.4** The semantic function $St_S[\cdot]$ is defined as the least function in $\mathcal{L}_0 \rightarrow ST_S(St, St)$ such that, for all $s \in S$,

\[
\begin{align*}
St_S[\langle d, v := e \rangle](s) &= \{s[\mathcal{E}v(e)(s)/v]\}, \\
St_S[\langle d, b \rightarrow \rangle](s) &= \begin{cases} \{s\} \text{ if } s \in \mathcal{B}_v(b) \\
\emptyset \text{ otherwise,} \end{cases} \\
St_S[\langle d, x \rangle](s) &= St_S[\langle d, d(x) \rangle](s), \\
St_S[\langle d, S_1 ; S_2 \rangle](s) &= (St_S[\langle d, S_1 \rangle]; St_S[\langle d, S_2 \rangle])(s), \\
St_S[\langle d, S_1 \square S_2 \rangle](s) &= (St_S[\langle d, S_1 \rangle]\square St_S[\langle d, S_2 \rangle])(s).
\end{align*}
\]
The well-definedness of the above semantics can be justified as follows. The semantics $\text{St}_S[\cdot]$ can be obtained as the least fixed point of a higher order transformation.

**Lemma 3.2.5** Let $F \in \text{Sem}_S = \mathcal{L}_0 \to ST_S(\text{St}, \text{St})$ and define the function $\Psi_S : \text{Sem}_S \to \text{Sem}_S$ inductively, for all $s \in \text{St}$, by

\[
\begin{align*}
\Psi_S(F)(\langle d, v := e \rangle)(s) &= \{s[\mathcal{E}(e)(s)/v]\}, \\
\Psi_S(F)(\langle d, b \to \rangle)(s) &= \begin{cases} 
\{s\} & \text{if } s \in \mathcal{B}_v(b) \\
\emptyset & \text{otherwise}
\end{cases}, \\
\Psi_S(F)(\langle d, x \rangle)(s) &= F(\langle d, d(x) \rangle)(s), \\
\Psi_S(F)(\langle d, S_2 ; S_1 \rangle)(s) &= (\Psi_S(F)(\langle d, S_1 \rangle) ; \Psi_S(F)(\langle d, S_2 \rangle))(s), \\
\Psi_S(F)(\langle d, S_1 \triangleleft S_2 \rangle)(s) &= (\Psi_S(F)(\langle d, S_1 \rangle) \square \Psi_S(F)(\langle d, S_2 \rangle))(s),
\end{align*}
\]

Then $\Psi_S$ is well-defined, monotone, and the function $\text{St}_S[\cdot]$ defined in Definition 3.2.4 is the least fixed point of $\Psi_S$.

**Proof.** Well-definedness of $\Psi_S$ is readily checked. To prove monotonicity of $\Psi_S$ assume $F_1 \leq F_2$ in $\text{Sem}_S$. We show that $\Psi_S(F_1)(\langle d, S \rangle) \leq \Psi_S(F_2)(\langle d, S \rangle)$ for any program $\langle d, S \rangle$ by induction on the structure of $S$. The base cases are immediate, and for the cases when $S \equiv S_1 \triangleleft S_2$ or $S \equiv S_1 ; S_2$ we use induction and the fact that both the union function ‘$\square$’ and the composition function ‘;’ are monotone in each argument.

Finally, since $ST_S(\text{St}, \text{St})$ is a cpo, $\text{Sem}_S$ is also a cpo. Thus, by Proposition 2.2.3 the function $\Psi_S$ has a least fixed point, which, from Definition 3.2.4, is $\text{St}_S[\cdot]$. ∎

By structural induction on the statement $S$, and because $ST_S^{\text{fin}}(\text{St}, \text{St})$ is closed under the union function ‘$\square$’ and the composition function ‘;’, it follows that $\text{St}_S[\langle d, S \rangle] \in ST_S^{\text{fin}}(\text{St}, \text{St})$ for every program $\langle d, S \rangle$ in $\mathcal{L}_0$.

**Hoare state transformers**

Next we consider a domain of state transformers which can be used for identifying programs only on the basis of their sets of outcomes, if any. The main
difference with the Smyth state transformers is that now we do not wish to record non-termination. Deadlocking computations are mapped to the empty set, as before.

**Definition 3.2.6** The set of Hoare state transformers from a set $X$ to a set $Y$ is defined by

$$ST_H(X, Y) = X \to \mathcal{P}(Y).$$

Alternatively, Hoare state transformers can be defined as the cpo of all functions from $X$ to $(\mathcal{H}(Y_\perp))_\perp$, the Hoare powerdomain with emptyset (added as a bottom element) of the flat cpo $Y_\perp$. We prefer our definition above since its conceptually simpler (no extra bottom elements $\perp$ have to be added to $Y$).

Since Hoare state transformers do not record non-termination, infinite sets of outcomes are possible also for programs with a finite non-deterministic behaviour [20]. Consider for example the program $\langle d, x \rangle$ in $\mathcal{L}_0$ where the program variable $x$ is declared as

$$d(x) = (v := v + 1 ; x) \Box v := v.$$

According to the intended meaning, if we start the above program in a state where $v = 0$ then we expect that the program either fails to terminate or delivers a state in which the variable $v$ has an arbitrary natural number as resulting outcome.

The set $ST_H(X, Y)$ is ordered by the pointwise extension of the subset inclusion, the natural order in $\mathcal{P}(Y)$. Thus, for $\sigma$ and $\tau$ in $ST_H(X, Y)$,

$$\sigma \leq \tau \text{ if and only if } \forall x \in X: \sigma(x) \subseteq \tau(x).$$

The set $ST_H(X, Y)$ ordered as above forms a complete partial order with least element given by the function $\lambda x \in X. \emptyset$. The least upper bound of a directed set $\{\sigma_i \mid i \in I\}$ of state transformers in $ST_H(X, Y)$ is calculated pointwise, that is,

$$(\bigvee\{\sigma_i \mid i \in I\})(x) = \bigcup\{\sigma_i(x) \mid i \in I\},$$

for all $x \in X$. 
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It is important to note that $\text{ST}_H(X, Y)$ is isomorphic to $\mathcal{P}(X \times Y)$, the set of all relations on $X$ and $Y$. This explains why the Hoare state transformer semantics is often called \textit{relational semantics} [160].

Every state transformer in $\text{ST}_H(X, Y)$ is a state transformer in $\text{ST}_S(X, Y)$. Hence we can define a union function and a composition function exactly in the same way as for the Smyth state transformers.

\textbf{Definition 3.2.7} Let $X$, $Y$ and $Z$ be three sets. Define, for every $x \in X$ the union function $\Box : \text{ST}_H(X, Y) \times \text{ST}_H(X, Y) \rightarrow \text{ST}_H(X, Y)$ by

$$(\sigma_1 \Box \sigma_2)(x) = \sigma_1(x) \cup \sigma_2(x),$$

and the composition function $; : \text{ST}_H(X, Y) \times \text{ST}_H(Y, Z) \rightarrow \text{ST}_H(X, Z)$ by

$$(\sigma_1 ; \sigma_2)(x) = \bigcup \{\sigma_2(y) \mid y \in \sigma_1(x)\}$$

for every $x \in X$.

The above ‘$\Box$’ and ‘$;$’ are well-defined and continuous in each argument. We are now in a position to define the Hoare state transformer semantics for $\mathcal{L}_0$.

\textbf{Definition 3.2.8} The semantic function $\text{St}_H[\cdot]$ is defined as the least function in $\mathcal{L}_0 \rightarrow \text{ST}_H(\text{St}, \text{St})$ such that,

$$\begin{align*}
\text{St}_H[\langle d, v := e \rangle] &= \text{St}_S[\langle d, v := e \rangle], \\
\text{St}_H[\langle d, b \rightarrow \rangle] &= \text{St}_S[\langle d, b \rightarrow \rangle], \\
\text{St}_H[\langle d, x \rangle] &= \text{St}_H[\langle d, d(x) \rangle], \\
\text{St}_H[\langle d, S_1 ; S_2 \rangle] &= \text{St}_H[\langle d, S_1 \rangle] ; \text{St}_H[\langle d, S_2 \rangle], \\
\text{St}_H[\langle d, S_1 \Box S_2 \rangle] &= \text{St}_H[\langle d, S_1 \rangle] \Box \text{St}_H[\langle d, S_2 \rangle].
\end{align*}$$

The well-definedness of the above semantics can be proved in a similar way as for the semantics $\text{St}_S[\cdot]$.  
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\textit{Egli-Milner state transformers}

Finally we turn to the possibility of identifying programs on the basis of what actually happens. Computations are mapped to the subset of all their possible outcomes, including \( \perp \) to denote the possibility of non-termination. Note that we differ from the Smyth state transformers because we do not necessarily identify computations which fail to terminate. As always, deadlocking computations are mapped to the empty set.

\textbf{Definition 3.2.9} The set of Egli-Milner state transformers from a set \( X \) to a set \( Y \) is defined by

\[ ST_E(X, Y) = X \rightarrow \mathcal{P}(Y \cup \{\perp\}). \]

The set \( ST_E(X, Y) \) can be turned into a cpo by the following order. For \( \sigma, \tau \in ST_E(X, Y) \),

\[ \sigma \leq \tau \text{ if and only if } \forall x \in X: (\perp \not\in \sigma(x) \& \sigma(x) = \tau(x)) \text{ or } (\perp \in \sigma(x) \& \sigma(x) \setminus \{\perp\} \subseteq \tau(x)). \]

This ordering has been introduced for the semantics of non-deterministic programs by Egli [60], and it has been studied in detail by De Bakker [20]. It is often referred to as the Egli-Milner ordering because Milner has defined it in an essentially equivalent formulation (as reported by Plotkin [158]). The Egli-Milner ordering is an approximation ordering: the computation represented by \( \tau \) is ‘better’ than the one represented by \( \sigma \) if, for any input \( x \), \( \tau(x) \) can be obtained form \( \sigma(x) \) by replacing the partialness in \( \sigma(x) \) (represented by the presence of \( \perp \) in \( \sigma(x) \)) by some set of outcomes.

Not all Egli-Milner state transformers correspond to denotations of programs that are finitely non-deterministic. We could restrict them by considering only a finite set of outcomes. However, if a computation fails to terminate then an infinite set of outcomes is also possible (essentially for the same reason as for the Hoare state transformers). Therefore, we take \( ST^\text{fin}_E(X, Y) \) to be the set of all functions from the set \( X \) to all subsets of \( Y \cup \{\perp\} \) which are either finite or contain \( \perp \).

\textbf{Lemma 3.2.10} For every set \( X \) and \( Y \), both \( ST_E(X, Y) \) and \( ST^\text{fin}_E(X, Y) \) are complete partial orders.
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Proof. If $\mathcal{V}$ is a directed set in $ST_E(X, Y)$ then

$$
\forall \mathcal{V} = \lambda x \in X. \begin{cases} 
\cup \{\sigma(x) \mid \sigma \in \mathcal{V}\} & \text{if } \forall \sigma \in \mathcal{V}, \bot \in \sigma(x) \\
\cup \{\sigma(x) \setminus \{\bot\} \mid \sigma \in \mathcal{V}\} & \text{otherwise.}
\end{cases}
$$

(3.2)

Assume now that $\sigma \in ST_{E}^{\text{fin}}(X, Y)$ for every $\sigma \in \mathcal{V}$, and let $x \in X$. In order to show that $\forall \mathcal{V}$ is the least upper bound of $\mathcal{V}$ in $ST_{E}^{\text{fin}}(X, Y)$ we need to prove that the set $\langle \forall \mathcal{V} \rangle(x)$ is finite whenever $\bot \notin \langle \forall \mathcal{V} \rangle(x)$.

Assume $\bot \notin \langle \forall \mathcal{V} \rangle(x)$. Then by (3.2), there exists $\sigma_0 \in \mathcal{V}$ with $\bot \notin \sigma_0(x)$. Since $\mathcal{V}$ is a directed set, for every $\sigma_1 \in \mathcal{V}$, there exists $\sigma_2 \in \mathcal{V}$ which is an upper bound of both $\sigma_0$ and $\sigma_1$. By definition of the Egli-Milner order and because $\bot \notin \sigma_0(x)$ it must be the case that $\sigma_2(x) = \sigma_0(x)$. Hence

$$
\cup \{\sigma(x) \mid \sigma \in \mathcal{V}\} = \sigma_0(x).
$$

By (3.2) and because $\sigma_0(x)$ is a finite subset of $Y$, $\langle \forall \mathcal{V} \rangle(x)$ is also a finite subset of $Y$.

Finally, the function $\lambda x \in X.\{\bot\}$ is the least element for both $ST_E(X, Y)$ and $ST_{E}^{\text{fin}}(X, Y)$. Hence they both are cpo’s. $\square$

As for the finitary Smyth state transformers, an alternative way to prove that $ST_{E}^{\text{fin}}(X, Y)$ is a complete partial order is to define it as the set of all functions from $X$ to $\mathcal{E}(Y_{\perp}) \oplus (1)_{\perp}$, the Plotkin powerdomain with emptyset (added by means of a coalesced sum) of the flat cpo $Y_{\perp}$.

Next we give the semantical counterparts of the syntactic operators in $L_0$.

Definition 3.2.11 Let $X, Y$ and $Z$ be three sets. Define, for every $x \in X$, the union function $\square : ST_E(X, Y) \times ST_E(X, Y) \to ST_E(X, Y)$ by

$$(\sigma_1 \square \sigma_2)(x) = \sigma_1(x) \cup \sigma_2(x),$$

and the composition function $; : ST_E(X, Y) \times ST_E(Y, Z) \to ST_E(X, Z)$ by

$$(\sigma_1 ; \sigma_2)(x) = \bigcup \{\sigma_2(y) \mid y \in \sigma_1(x) \setminus \{\bot\}\} \cup \{\bot \mid \bot \in \sigma_1(x)\}.$$
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Both these functions are monotone in their arguments. Moreover, the set \( ST_E^{\text{fn}}(X, Y) \) is closed under the union operation, and, if \( \sigma_1 \in ST_E^{\text{fn}}(X, Y) \) and \( \sigma_2 \in ST_E^{\text{fn}}(Y, Z) \) then \( \sigma_1 \cup \sigma_2 \in ST_E^{\text{fn}}(X, Z) \). We are now ready for the definition of the Egli-Milner state transformer semantics of \( L_0 \).

**Definition 3.2.12** The semantic function \( St_E[\cdot] \) is defined as the least function in \( L_0 \rightarrow ST_E(St, St) \) such that,

\[
\begin{align*}
St_E[\langle d, v := e \rangle] &= St_S[\langle d, v := e \rangle], \\
St_E[\langle d, b \rightarrow \rangle] &= St_S[\langle d, b \rightarrow \rangle], \\
St_E[\langle d, x \rangle] &= St_E[\langle d, d(x) \rangle], \\
St_E[\langle d, S_1 \cup S_2 \rangle] &= St_E[\langle d, S_1 \rangle] \cup St_E[\langle d, S_2 \rangle], \\
St_E[\langle d, S_1 \cap S_2 \rangle] &= St_E[\langle d, S_1 \rangle] \cap St_E[\langle d, S_2 \rangle].
\end{align*}
\]

We omit the proof of the well-definedness of the above semantics since it can be obtained in a similar way as for the semantics \( St_S[\cdot] \).

**Relating the three state transformer models**

So far we introduced three state transformer semantics for \( L_0 \). Next we discuss how these semantics are related.

For fixed sets \( X \) and \( Y \), define the functions \( E_H : ST_E(X, Y) \rightarrow ST_H(X, Y) \) and \( E_S : ST_E(X, Y) \rightarrow ST_S(X, Y) \) respectively by

\[
E_H(\sigma)(x) = \sigma(x) \setminus \{ \bot \} \quad \text{and} \quad E_S(\sigma)(x) = \begin{cases} 
Y_\bot & \text{if } \bot \in \sigma(x) \\
\sigma(x) & \text{otherwise}
\end{cases}
\]

for every \( \sigma \in ST_E(X, Y) \) and \( x \in X \). Then both \( E_H \) and \( E_S \) are strict, continuous, and onto, as can be easily verified. Moreover, if \( \sigma \in ST_E^{\text{fn}}(X, Y) \) then \( E_S(\sigma) \in ST_S^{\text{fn}}(X, Y) \).

**Lemma 3.2.13** For \( \sigma_0, \sigma_1 \in ST_E(X, Y) \) and \( \sigma_2 \in ST_E(Y, Z) \)

\[
\begin{align*}
E_S(\sigma_0 \cup \sigma_1) &= E_S(\sigma_0) \cup E_S(\sigma_1) \quad \text{and} \\
E_H(\sigma_0 \cup \sigma_1) &= E_H(\sigma_0) \cup E_H(\sigma_1), \\
E_S(\sigma_0 \cap \sigma_1) &= E_S(\sigma_0) \cap E_S(\sigma_1) \quad \text{and} \\
E_H(\sigma_0 \cap \sigma_1) &= E_H(\sigma_0) \cap E_H(\sigma_1).
\end{align*}
\]
**Proof.** Immediate from the definitions of $E_S$ and $E_H$, and of the union and composition functions on the Egli-Milner, the Smyth and the Hoare state transformers. \(\square\)

Both the semantics based on the Smyth and Hoare state transformers are projections, under $E_S$ and $E_H$ respectively, of the semantics based on the Egli-Milner state transformers.

**Theorem 3.2.14** For all $\langle d, S \rangle \in \mathcal{L}_0$, $E_S(\text{St}_E[\langle d, S \rangle]) = St_S[\langle d, S \rangle]$ and $E_H(\text{St}_E[\langle d, S \rangle]) = St_H[\langle d, S \rangle]$.

**Proof.** We prove that $E_S(\text{St}_E[\langle d, S \rangle]) = St_S[\langle d, S \rangle]$. The other equality $E_H(\text{St}_E[\langle d, S \rangle]) = St_H[\langle d, S \rangle]$ can be proved in a similar way.

Let $\text{Sem}_E$ denote the set $\mathcal{L}_0 \rightarrow ST_E(\text{St}, \text{St})$, and define a monotone function $\Psi_E : \text{Sem}_E \rightarrow \text{Sem}_E$ such that $\text{St}_E[\cdot]$ is the least fixed point of $\Psi_E$ (the definition of $\Psi_E$ can be obtained adapting the definition of $\Psi_S$ given in Lemma 3.2.5).

By structural induction on $S$, following the definition of $\Psi_E$, and using also Lemma 3.2.13 it is straightforward to prove that the following diagram commutes:

$$
\text{Sem}_E \xrightarrow{\Psi_E} \text{Sem}_E \xleftarrow{\lambda F. E_S \circ F} \text{Sem}_S.
$$

Since $E_S$ is strict and continuous and $\text{Sem}_E$ is a cpo, we can use Proposition 2.2.5: the least fixed point of $\Psi_S$ coincides with the projection under $\lambda F \in \text{Sem}_E. E_S \circ F$ of the least fixed point of $\Psi_E$, showing that

$$
E_S(\text{St}_E[\langle d, S \rangle]) = St_S[\langle d, S \rangle],
$$

for all $\langle d, S \rangle \in \mathcal{L}_0$. \(\square\)
3.3 Predicate transformer models

In this section we introduce predicate transformer models for sequential programs. We will proceed as follows. First we introduce informally predicate transformers for partial and total correctness. Then we give a partial correctness semantics and a total correctness semantics to $L_0$. Subsequently, we show that for every state transformer there is an associated predicate transformer, and conversely, every predicate transformer corresponds uniquely to a state transformer. These relationships form the basic dualities we will study. The duality between the predicate transformers for total correctness and the finitary Smyth state transformers is well-known: it appears already in [194,14], and it is formally studied by Plotkin [159]. Various generalizations of this duality have been studied in [29,10,40]. The connection between predicate transformers for partial correctness and the Hoare state transformers is presented in [160].

Predicate transformers for partial and total correctness

Let $X$ be a set. Intensionally, a predicate on $X$ is a function which maps each element of $X$ to either true or false. We will use the extensional characterization of a predicate as the set of all points of $X$ for which, intensionally, the predicate is true. This extensional view leads us to define the set of predicates on $X$ as $\mathcal{P}(X)$, the collection of all subsets of $X$. We will usually denote predicates by $P$ and $Q$. Predicates are ordered by subset inclusion when not stated otherwise.

**Definition 3.3.1** A predicate transformer is a total function—typically denoted by $\pi$, $\rho$—from predicates on $Y$ to predicates on $X$, that is

$$PT(Y, X) = \mathcal{P}(Y) \rightarrow \mathcal{P}(X).$$

Predicate transformers are ordered by pointwise extension of the subset order on $X$, that is, for $\pi, \rho \in PT(Y, X)$,

$$\pi \leq \rho \text{ if and only if } \forall P \subseteq Y : \pi(P) \subseteq \rho(P).$$

The poset of predicate transformers $PT(Y, X)$ inherits much of the structure of $\mathcal{P}(X)$: as $PT(Y, X)$ is the pointwise extension of the complete Boolean
algebra $\mathcal{P}(X)$, it will also be a complete Boolean algebra. Meets and joins are defined pointwise by

$$(\bigwedge_i \pi_i)(P) = \bigcap_i \pi_i(P) \text{ and } (\bigvee_i \pi_i)(P) = \bigcup_i \pi_i(P),$$

for every set $I$, predicate transformers $\pi_i \in PT(Y, X)$ ($i \in I$), and $P \subseteq Y$. Also the complement $-\pi$ of a predicate transformer $\pi \in PT(Y, X)$ is defined pointwise by

$$(-\pi)(P) = X \setminus \pi(P),$$

for every $P \subseteq Y$.

Predicate transformers in $PT(Y, X)$ can be used for the interpretation of a program which starts from a state in $X$ and eventually terminates in some states that are elements of $Y$. We consider two different semantic models:

- **The total correctness model**: for a predicate $P$ on $Y$ and $\pi \in PT(Y, X)$, the predicate $\pi(P)$ holds precisely for those inputs $x \in X$ for which each computation of the program represented by $\pi$ terminates in a final state $y \in Y$ satisfying the predicate $P$;

- **The partial correctness model**: for a predicate $P$ on $Y$ and $\pi \in PT(Y, X)$, the predicate $\pi(P)$ holds precisely for those inputs $x \in X$ for which each computation of the program represented by $\pi$ either fails to terminate or terminates in a final state $y \in Y$ satisfying the predicate $P$.

In the total correctness model $\pi(Y)$ holds precisely for those inputs $x \in X$ for which each computation of the program represented by $\pi$ terminates, whereas, according to the partial correctness model $\pi(Y) = X$.

Not every predicate transformer represents a ‘reasonable’ program. For example, a predicate transformer representing a program is required to preserve non-empty intersections: every computation of a program $S$ at input $x$ terminates in a final state $y \in Y$ satisfying the predicate $\bigcap_i P_i$ if and only if every computation of a program $S$ at input $x$ terminates in a final state $y \in Y$ satisfying $P_i$ for all $i \in I$.

**Definition 3.3.2** Let $X$ and $Y$ be two sets. We define

(i) the domain of total correctness predicate transformers $PT_T(Y, X)$ to be the set of all predicate transformers in $\mathcal{P}(Y) \rightarrow \mathcal{P}(X)$ that preserve non-empty intersections;
(ii) the domain of partial correctness predicate transformers $PT_P(Y, X)$
to be the set of all total correctness predicate transformers $\pi \in PT_T(Y, X)$
such that $\pi(Y) = X$.

Both the total and partial correctness predicate transformers are closed under
arbitrary meets (defined pointwise) and functional composition. The closure
under arbitrary meets turns $PT_T(Y, X)$ into a complete lattice.

We are now ready for the definition of two predicate transformer semantics
for $\mathcal{L}_0$. We define them as the greatest and the least fixed point of a monotone
function on the domain of all possible predicate transformer semantics for $\mathcal{L}_0$.

**Lemma 3.3.3** Let $F \in \text{Sem}_T = \mathcal{L}_0 \rightarrow PT_T(\text{St}, \text{St})$ and define the function
$\Psi_T : \text{Sem}_T \rightarrow \text{Sem}_T$ inductively, for all $P \subseteq \text{St}$, by

$$
\Psi_T(F)\langle d, v := e \rangle(P) = \{ s \mid s[\mathcal{E}\nu_v(e)(s)/v] \in P \},
$$

$$
\Psi_T(F)\langle d, b \rightarrow \rangle(P) = \{ s \mid s \in \mathcal{B}_\nu(b) \Rightarrow s \in P \},
$$

$$
\Psi_T(F)\langle d, x \rangle(P) = F\langle d, d(x) \rangle(P),
$$

$$
\Psi_T(F)\langle d, S_1 ; S_2 \rangle(P) = \Psi_T(F)\langle d, S_1 \rangle(\Psi_T(F)\langle d, S_2 \rangle(P)),
$$

$$
\Psi_T(F)\langle d, S_1 \sqcap S_2 \rangle(P) = \Psi_T(F)\langle d, S_1 \rangle(P) \cap \Psi_T(F)\langle d, S_2 \rangle(P).
$$

Then $\Psi_T$ is well-defined and monotone.

**Proof.** Both well-definedness and monotonicity are immediately proved using
induction on the structure of $S \in \mathcal{L}_0$. □

As a consequence of Proposition 2.2.1, $\Psi_T$ has both least and greatest fixed
points. We denote them by $WP_0[\cdot]$ and $WL_0[\cdot]$, respectively. The names $WP_0$
and $WL_0$ stands for ‘weakest precondition’ and ‘weakest liberal precondition’,
respectively (the subscripts indicate the language to which they are referred
to).

Dijkstra’s weakest precondition calculus [56] can be expressed by the semantics
$WP_0[\cdot]$ if we allow ‘enough’ Boolean expressions in $BExp$. For example, the
meaning of Dijkstra’s guarded command $b \rightarrow S$ is the predicate transformer
$WP_0\langle d, b \rightarrow ; S \rangle$; the meaning of Dijkstra’s conditional command

\[ \text{if } b_1 \rightarrow S_1 \sqcap b_2 \rightarrow S_2 \text{ fi} \]
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is equivalent to $W P_0[[d, x]]$ where the procedure variable $x$ is declared by

$$d(x) = (((b_1 \rightarrow ; S_1) \sqcap (b_2 \rightarrow ; S_2)) \sqcap (b_3 \rightarrow ; x))$$

and $B_v(b_3) = St \setminus (B_v(b_1) \cup B_v(b_2))$. Finally, Dijkstra’s iteration command

$$\text{do } b_1 \rightarrow S_1 \sqcap b_2 \rightarrow S_2 \text{ od}$$

corresponds to $W P_0[[d, x]]$ where the procedure variable $x$ is declared by

$$d(x) = (((b_1 \rightarrow ; S_1) ; x) \sqcap ((b_2 \rightarrow ; S_2) ; x)) \sqcap b_3 \rightarrow ,$$

and $B_v(b_3) = St \setminus (B_v(b_1) \cap B_v(b_2))$.

Another form of conditional command ‘$\{b\}$’ for $b \in BExp$, is often considered [95]. The computational intuition behind the command ‘$\{b\}$’ is that it is undefined in a state in which the Boolean expression ‘$b$’ does not evaluate to true and acts as a skip otherwise. Identifying undefined with failure of termination (nothing can be guaranteed for an undefined statement), we obtain that the meaning of ‘$\{b\}$’ is equivalent to the predicate transformer $W P_0[[d, x]]$ where $x$ is a procedure variable declared as $d(x) = b \rightarrow \sqcap (b' \rightarrow ; x)$ and $B_v(b') = St \setminus B_v(b)$.

By definition, the $W P_0[\cdot]$ semantics is about the total correctness of $L_0$. Next we show that $W l P_0[\cdot]$ is concerned with the partial correctness of $L_0$.

**Lemma 3.3.4** For every $\langle d, S \rangle \in L_0$, $W l P_0[[d, S]](St) = St$.

**Proof.** We prove, by induction on $\alpha$, that $\Psi T^\alpha[[d, S]](St) = St$ for all ordinals $\alpha$.

For $\alpha = 0$, it is straightforward to see (by structural induction on $S$) that $\Psi T^0[[d, S]](St) = St$. Note that if $S \equiv x$, for $x \in PVar$, then

$$\Psi T^0[[d, x]](St) = F^\top((d, d(x)))(St)$$

where $F^\top$ is the top element of $Sem_T$, that is, the function mapping every program $\langle d, S \rangle \in L_0$ and every $P \subseteq St$ to $St$. Hence $F^\top((d, d(x)))(St) = St$.  
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Next we assume for an ordinal \( \alpha \) that for all ordinals \( \beta < \alpha \),

\[
\Psi_T^{[\beta]}((d, S))(\text{St}) = \text{St},
\]

and we prove that also \( \Psi_T^{[\alpha]}((d, S))(\text{St}) = \text{St} \). Recall that

\[
\Psi_T^{[\alpha]}((d, S))(\text{St}) = \Psi_T(\bigwedge\{\Psi_T^{[\beta]} | \beta < \alpha\})(d, S)(\text{St}).
\]

By structural induction on \( S \) we verify that the above right-hand side equals \( \text{St} \). The only interesting case is when \( S \equiv x \) for \( x \in P\text{Var} \):

\[
\Psi_T(\bigwedge\{\Psi_T^{[\beta]} | \beta < \alpha\})(d, x)(\text{St})
\]

\[
= (\bigwedge\{\Psi_T^{[\beta]} | \beta < \alpha\})(d, d(x))(\text{St})
\]

\[
= \bigcap\{\Psi_T^{[\beta]}((d, d(x))(\text{St}) | \beta < \alpha\} \quad \text{[meets are pointwise]}
\]

\[
= \bigcap\{\text{St} | \beta < \alpha\} \quad \text{[induction hypothesis]}
\]

\[
= \text{St}.
\]

We can conclude that \( \Psi_T^{[\alpha]}((d, S))(\text{St}) = \text{St} \) for every ordinal \( \alpha \). Since \( Wp_0[\cdot] \)

is defined as the greatest fixed point of \( \Psi_T \), by Proposition 2.2.4 there exists an ordinal \( \lambda \) such that \( Wp_0[\cdot] = \Psi_T^{[\lambda]} \). Therefore \( Wp_0[\langle d, S \rangle](\text{St}) = \text{St} \) for every \( \langle d, S \rangle \in \mathcal{L}_0 \).

Intuitively, the \( Wp_0[\cdot] \) and the \( Wp_0[\cdot] \) semantics of \( \mathcal{L}_0 \) agree with the informal characterization of the total and partial correctness models. To make these correspondences precise we will give duality theorems which relate the state transformer models with these predicate transformer models.

The total correctness model

Smyth state transformers capture the operational meaning of programs for the total correctness semantic model. To determine their associated predicate transformers we define the function \( \omega : ST_S(X, Y) \rightarrow PT_T(Y, X) \) by

\[
\omega(\sigma)(P) = \{x \in X | \sigma(x) \subseteq P\}.
\]

(3.3)

for \( \sigma \in ST_S(X, Y) \) and \( P \subseteq Y \). Well-definedness of \( \omega \) is easily verified. If \( \sigma(x) = Y_\bot \) then \( x \notin \omega(\sigma)(P) \) for all predicates \( P \) of \( Y \). Accordingly, if \( \sigma \)}
is the denotation of a program then $x \in \omega(\sigma)(P)$ precisely for those inputs $x \in X$ for which each computation of the program represented by $\sigma$ terminates in a final state $y \in Y$ satisfying the predicate $P$.

We are now in a position to show that $ST_S(X, Y)$ and $PT_T(Y, X)$ are order-isomorphic, and that the two semantics $St_S[\cdot]$ (based on the Smyth state transformers) and $WP_T[\cdot]$ (based on the total correctness predicate transformers) are isomorphic. To define an inverse for the function $\omega$ above we need the following lemma. It is a variation of the stability lemma in [159,10].

**Lemma 3.3.5** Let $\pi$ be a predicate transformer in $PT_T(Y, X)$ and $x \in X$ with $x \in \pi(Y)$. Then there is a set $q(x, \pi)$ such that

$$x \in \pi(P) \text{ if and only if } q(x, \pi) \subseteq P,$$

for every $P \subseteq Y$.

**Proof.** Define $q(x, \pi) = \bigcap\{Q \in \mathcal{P}(Y) \mid x \in \pi(Q)\}$. If $x \in \pi(P)$ then clearly $q(x, \pi) \subseteq P$. For the converse we use the fact that total correctness predicate transformers preserve non-empty intersections. Since $x \in \pi(Y)$, the set $\{Q \in \mathcal{P}(Y) \mid x \in \pi(Q)\}$ is non-empty. Hence

$$\pi(q(x, \pi)) = \bigcap\{\pi(Q) \mid x \in \pi(Q)\},$$

from which it follows that $x \in \pi(q(x, \pi))$. Because $q(x, \pi) \subseteq P$ and $\pi$ is monotone (preserving non-empty intersections),

$$\pi(q(x, \pi)) \subseteq \pi(P).$$

Thus $x \in \pi(P)$. \qed

For any partial correctness predicate transformer $\pi$ the above lemma shows that $q(x, \pi)$ exists and that it is uniquely determined. This set can be used to obtain a state transformer from a predicate transformer. Indeed, we can now define $\omega^{-1}: PT_T(Y, X) \to ST_S(X, Y)$ by

$$\omega^{-1}(\pi)(x) = \begin{cases} q(x, \pi) & \text{if } x \in \pi(Y) \\ Y_\perp & \text{otherwise,} \end{cases} \quad (3.4)$$
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for every \( \pi \in PT_T(Y, X) \) and \( x \in X \).

**Theorem 3.3.6** The function \( \omega: ST_S(X, Y) \to PT_T(Y, X) \) is an order isomorphism with inverse \( \omega^{-1} \).

**Proof.** We first prove that both \( \omega \) and \( \omega^{-1} \) are monotone. Let \( \sigma_1 \leq \sigma_2 \) in \( ST_S(X, Y) \) and let \( P \subseteq Y \). If \( x \in \omega(\sigma_1)(P) \) then \( \sigma_1(x) \subseteq P \). But \( \sigma_2(x) \subseteq \sigma_1(x) \), hence also \( \sigma_2(x) \subseteq P \). It follows that \( x \in \omega(\sigma_2)(P) \). Hence \( \omega(\sigma_1) \leq \omega(\sigma_2) \) in \( PT_T(Y, X) \).

Assume now that \( \pi_1 \leq \pi_2 \) in \( PT_T(Y, X) \) and take \( x \in X \). The only interesting case is when \( \omega^{-1}(\pi_1)(x) \neq Y_\perp \). In this case \( x \in \pi_1(Y) \). Since \( \pi_1(Y) \subseteq \pi_2(Y) \), \( x \in \pi_2(Y) \). Hence \( \omega^{-1}(\pi_2)(x) = q(x, \pi_2) \). But \( q(x, \pi_2) \subseteq q(x, \pi_1) \) because \( \pi_1 \leq \pi_2 \). Thus \( \omega^{-1}(\pi_2)(x) \subseteq \omega^{-1}(\pi_1)(x) \).

Next we prove that both \( \omega \) and \( \omega^{-1} \) are isomorphisms. For \( \pi \) in \( PT_T(Y, X) \) and \( P \subseteq Y \) we have

\[
\omega((\omega^{-1}(\pi))(P) = \{ x \in X \mid \omega^{-1}(\pi)(x) \subseteq P \} \\
= \{ x \in X \mid x \in \pi(Y) \& \ q(x, \pi) \subseteq P \} \\
= \{ x \in X \mid x \in \pi(Y) \& \ x \in \pi(P) \} \quad \text{[Lemma 3.3.5]} \\
= \pi(P), \quad \text{[\( \pi \) is monotone]}
\]

Conversely, let \( \sigma \) in \( ST_S(X, Y) \) and \( x \in X \). If \( \sigma(x) = Y_\perp \) then \( x \not\in \omega(\sigma)(Y) \). Hence \( \omega^{-1}(\omega(\sigma))(x) = Y_\perp = \sigma(x) \). Otherwise \( \omega^{-1}(\omega(\sigma))(x) = q(x, \omega(\sigma)) \). By definition of \( \omega \), \( x \in \omega(\sigma)(P) \) if and only if \( \sigma(x) \subseteq P \) for all \( P \subseteq Y \). Hence, by Lemma 3.3.5, \( q(x, \omega(\sigma)) = \sigma(x) \), from which we conclude \( \omega^{-1}(\omega(\sigma))(x) = \sigma(x) \). \( \Box \)

Assume \( \sigma \in ST_S^{\text{fin}}(X, Y) \), and let \( \mathcal{V} \) be a directed set of subsets of \( Y \). Then

\[
\sigma(x) \subseteq \bigcup \mathcal{V} \Rightarrow \exists P \in \mathcal{V}: \sigma(x) \subseteq P
\]

(3.5)

because \( \mathcal{V} \) is directed and \( \sigma(x) \) is either a finite set or \( Y_\perp \). Hence

\[
\omega(\sigma)(\bigcup \mathcal{V}) = \bigcup \{ \omega(\sigma)(P) \mid P \in \mathcal{V} \},
\]

that is, \( \omega(\sigma) \) is continuous. Conversely, if \( \pi \) is a continuous predicate transformer in \( PT_T(Y, X) \) then \( \omega^{-1}(\pi) \in ST_S^{\text{fin}}(X, Y) \) because the set \( q(x, \pi) \) is
finite. This can be proved using the property that every set is the directed union of all its finite subsets. Hence

\[ q(x, \pi) = \bigcup \{ P \subseteq q(x, \pi) \mid P \text{ finite} \} \]

\[ \iff x \in \pi(\bigcup \{ P \subseteq q(x, \pi) \mid P \text{ finite} \}) \quad \text{[Lemma 3.3.5]} \]

\[ \iff x \in \bigcup \{ \pi(P) \mid P \subseteq_{\text{fin}} q(x, \pi) \} \quad \text{[\pi is continuous]} \]

\[ \iff \exists P \subseteq_{\text{fin}} q(x, \pi) \colon q(x, \pi) \subseteq P. \quad \text{[Lemma 3.3.5]} \]

Therefore the isomorphism of Theorem 3.3.6 restricts to an isomorphism between \( ST^{\text{fin}}_S(X, Y) \) and the continuous predicate transformers in \( PT_T(Y, X) \).

**Lemma 3.3.7** Let \( \sigma_0 \in ST_S(X, Y) \) and \( \sigma_1, \sigma_2 \in ST_S(Y, Z) \). Then

\[ \omega(\sigma_1 \circ \sigma_2)(P) = \omega(\sigma_1)(P) \cap \omega(\sigma_2)(P), \quad \text{and} \]

\[ \omega(\sigma_0 ; \sigma_1)(P) = \omega(\sigma_0)(\omega(\sigma_1)(P)), \]

for all \( P \subseteq Z \).

**Proof.** For \( P \subseteq Z \) we have

\[ \omega(\sigma_1 \circ \sigma_2)(P) = \{ x \in X \mid (\sigma_1 \circ \sigma_2)(x) \subseteq P \} \]

\[ = \{ x \in X \mid \sigma_1(x) \cup \sigma_2(x) \subseteq P \} \]

\[ = \{ x \in X \mid \sigma_1(x) \subseteq P \land \sigma_2(x) \subseteq P \} \]

\[ = \{ x \in X \mid \sigma_1(x) \subseteq P \} \cap \{ x \in X \mid \sigma_2(x) \subseteq P \} \]

\[ = \omega(\sigma_1)(P) \cap \omega(\sigma_2)(P); \]

and also

\[ \omega(\sigma_0 ; \sigma_1)(P) = \{ x \in X \mid (\sigma_0 ; \sigma_1)(x) \subseteq P \} \]

\[ = \{ x \in X \mid \bigcup \{ \sigma_1(y) \mid y \in \sigma_0(x) \} \subseteq P \} \]

\[ = \{ x \in X \mid \bot \not\in \sigma_0(x) \land \forall y \in \sigma_0(x) : \sigma_1(y) \subseteq P \} \]

\[ = \{ x \in X \mid \sigma_0(x) \subseteq \{ y \mid \sigma_1(y) \subseteq P \} \} \]

\[ = \{ x \in X \mid \sigma_0(x) \subseteq \omega(\sigma_1)(P) \} \]

\[ = \omega(\sigma_0)(\omega(\sigma_1)(P)). \]

\( \square \)
By Theorem 3.3.6 and the above lemma it follows that if \( \pi_0 \in PT_T(Y, X) \) and \( \pi_1, \pi_2 \in PT_T(Z, Y) \) then

\[
\begin{align*}
\omega^{-1}(\pi_1 \land \pi_2) &= \omega^{-1}(\pi_1) \land \omega^{-1}(\pi_2) \\
\omega^{-1}(\pi_0 \circ \pi_1) &= \omega^{-1}(\pi_0) ; \omega^{-1}(\pi_1).
\end{align*}
\]

Below we demonstrate the equivalence between the \( WP_0[\cdot] \) semantics and the \( St_S[\cdot] \) semantics of \( \mathcal{L}_0 \).

**Theorem 3.3.8** For all \( \langle d, S \rangle \in \mathcal{L}_0 \) we have

\[ \omega(St_S[\langle d, S \rangle]) = WP_0[\langle d, S \rangle] \text{ and } \omega^{-1}(WP_0[\langle d, S \rangle]) = St_S[\langle d, S \rangle]. \]

**Proof.** We begin by proving that \( \omega(St_S[\cdot]) \) is a fixed point of \( \Psi_T \). We proceed by structural induction on the statement \( S \). If \( S \equiv v := e \) then, for \( P \subseteq St \),

\[
\omega(St_S[\langle d, v := e \rangle])(P) = \{ s \in St \mid St_S[\langle d, v := e \rangle](s) \subseteq P \}
\]

\[
= \{ s \in St \mid s[\mathcal{E}_v(e)(s)/v] \in P \}
\]

\[
= \Psi_T(\omega(St_S[\cdot]))(\langle d, v := e \rangle)(P).
\]

If \( S \equiv b \rightarrow \) then, for \( P \subseteq St \),

\[
\omega(St_S[\langle d, b \rightarrow \rangle])(P) = \{ s \in St \mid St_S[\langle d, b \rightarrow \rangle](s) \subseteq P \}
\]

\[
= \{ s \in St \mid s \in \mathcal{B}_v(b) \Rightarrow s \in P \}
\]

\[
= \Psi_T(\omega(St_S[\cdot]))(\langle d, b \rightarrow \rangle)(P).
\]

If \( S \equiv x \) then

\[ \omega(St_S[\langle d, x \rangle]) = \omega(St_S[\langle d, d(x) \rangle]) = \Psi_T(\omega(St_S[\cdot]))(\langle d, x \rangle). \]

Assume now \( S \equiv S_1 ; S_2 \). Then, for \( P \subseteq St \),

\[
\Psi_T(\omega(St_S[\cdot]))(\langle d, S_1 ; S_2 \rangle)(P)
\]

\[ = \Psi_T(\omega(St_S[\cdot]))(\langle d, S_1 \rangle)(\Psi_T(\omega(St_S[\cdot]))(\langle d, S_2 \rangle)(P)) \]

\[ = \omega(St_S[\langle d, S_1 \rangle])(\omega(St_S[\langle d, S_2 \rangle])(P)) \quad \text{[induction hypothesis]} \]

\[ = \omega(St_S[\langle d, S_1 \rangle ; St_S[\langle d, S_2 \rangle]])(P) \quad \text{[Lemma 3.3.7]} \]

\[ = \omega(St_S[\langle d, S_1 ; S_2 \rangle])(P). \]
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In case $S \equiv S_1 \sqcap S_2$ we proceed similarly. Therefore $St_{\mathcal{S}}[[\cdot]]$ is a fixed point of $\Psi_T$. Since $W_{P_0}[[\cdot]]$ is the least fixed point of $\Psi_T$,

$$W_{P_0}[[d, S]] \leq \omega(St[[d, S]]) \quad \text{(3.6)}$$

for all $\langle d, S \rangle \in \mathcal{L}_0$. Following essentially the same pattern, we can prove that $\omega^{-1}(W_{P_0}[[\cdot]])$ is a fixed point of the semantic transformation $\Psi_S$ defined in Lemma 3.2.5. Hence

$$St[[d, S]] \leq \omega^{-1}(W_{P_0}[[d, S]]). \quad \text{(3.7)}$$

Because $\omega$ and $\omega^{-1}$ form an order isomorphism, we can conclude that the inequalities in (3.6) and (3.7) are in fact equalities. \Box

Since for all $\langle d, S \rangle \in \mathcal{L}_0$, $St_{\mathcal{S}}[[d, S]]$ is in $ST_{\mathcal{S}}^{fin}(St, St)$, and the latter domain is isomorphic to the set of continuous predicate transformers in $PT_T(St, St)$, the following corollary is immediate from Theorem 3.3.8.

**Corollary 3.3.9** For $\langle d, S \rangle \in \mathcal{L}_0$, the predicate transformer $W_{P_0}[[d, S]]$ is continuous. \Box

**The partial correctness model**

We relate the set of Hoare state transformers to the set of partial correctness predicate transformers by restricting and co-restricting the isomorphism of Theorem 3.3.6.

The set of Hoare state transformers $ST_{H}(X, Y)$ is a subset of $ST_{S}(X, Y)$. If we apply the function $\omega$ to a Hoare state transformer $\sigma \in ST_{H}(X, Y)$ then

$$\omega(\sigma)(Y) = \{x \in X \mid \sigma(x) \subseteq Y \} = X.$$ 

Thus $\omega(\sigma)$ is a partial correctness predicate transformer in $PT_{P}(Y, X)$. Conversely, if $\pi$ is a partial correctness predicate transformer in $PT_{P}(Y, X)$ then, by applying $\omega^{-1}$ to $\pi$ we obtain a Hoare state transformer because $x \in \pi(Y)$ for all $x \in X$. Therefore, by Theorem 3.3.6 we have the following isomorphism.

**Theorem 3.3.10** The function $\omega : ST_{H}(X, Y) \to PT_{P}(Y, X)$ is an isomorphism with inverse $\omega^{-1}$. \Box
Note that the above isomorphism is not an order isomorphism. If \( \sigma_1 \leq \sigma_2 \) in \( ST_H(X, Y) \) then, for all \( P \subseteq Y \),

\[
\omega(\sigma_1)(P) \supseteq \omega(\sigma_2)(P)
\]

because \( \sigma_1(x) \subseteq \sigma_2(x) \) for all \( x \in X \). Similarly, for \( \pi_1, \pi_2 \in PT_p(Y, X) \), if \( \pi_1(P) \subseteq \pi_2(P) \) for all \( P \subseteq Y \) then \( \omega^{-1}(\pi_1) \geq \omega^{-1}(\pi_2) \) in \( ST_H(X, Y) \).

**Theorem 3.3.11** For all \( \langle d, S \rangle \in \mathcal{L}_0 \) we have

\[
\omega(St_H[\langle d, S \rangle]) = WIP_0[\langle d, S \rangle] \quad \text{and} \quad \omega^{-1}(WIP_0[\langle d, S \rangle]) = St_H[\langle d, S \rangle].
\]

**Proof.** In a way similar to the proof of Theorem 3.3.8, we first note that \( \omega(St_H[\langle d, S \rangle]) \) is a fixed point of \( \Psi_T \). Hence

\[
\omega(St_H[\langle d, S \rangle])(P) \subseteq WIP_0[\langle d, S \rangle](P),
\]

for all \( \langle d, S \rangle \in \mathcal{L}_0, P \subseteq St \). Similarly, \( St_H[\langle d, S \rangle](x) \subseteq \omega^{-1}(WIP_0[\langle d, S \rangle])(x) \) for all \( x \in X \). Since \( \omega \) and \( \omega^{-1} \) are monotone with respect to the opposite of the Hoare order, it follows that the above inclusions are, in fact, equalities. \( \square \)

**Total and partial correctness, together**

Egli-Milner state transformers denote programs on the basis of what ‘actually’ happens. In the predicate transformer model this is done by describing both the total and the partial correctness of a program [58]. The relationship between the two domains is described informally by Nelson [154], it is briefly mentioned by De Roever [167] and De Bakker [20], and it has been proved in its full generality in [37,40].

First we need to characterize those pairs of predicate transformers in the total and partial correctness models which denote the semantics of the same computation. To this end, assume \( \pi_1 \) and \( \pi_2 \) denote the semantics of the same program in the total and partial correctness model, respectively. Intuitively it holds that, for every predicate \( P \) on the output state space \( Y \),

\[
\pi_1(P) = \pi_1(Y) \cap \pi_2(P)
\]

(3.9)
because, \( \pi_1(P) \) holds for an input state \( x \) if and only if every computation of the program denoted by \( \pi_1 \) at input \( x \) terminates (and hence \( x \in \pi_1(Y) \)) in a final state satisfying the predicate \( P \) (and hence \( x \in \pi_2(P) \)).

**Definition 3.3.12** Let \( X \) and \( Y \) be two sets. The domain of Nelson predicate transformers \( PT_N(Y, X) \) consists of pairs \((\pi_1, \pi_2)\) such that

(i) \( \pi_1 \in PT_T(Y, X) \),
(ii) \( \pi_2 \in PT_F(Y, X) \), and
(iii) \( \pi_1(P) = \pi_1(Y) \cap \pi_2(P) \) for all \( P \subseteq Y \).

We show that the Nelson predicate transformers are in a bijective correspondence with the Egli-Milner state transformers. Define the trasformation \( \eta : ST_E(X, Y) \rightarrow PT_N(Y, X) \) by

\[
\eta(\sigma) = \langle \omega(E_S(\sigma)), \omega(E_H(\sigma)) \rangle, \tag{3.10}
\]

for all \( \sigma \in ST_E(X, Y) \). Well-definedness of \( \eta \) is proved in the following lemma.

**Lemma 3.3.13** For every \( \sigma \in ST_E(X, Y) \), \( \eta(\sigma) \in PT_N(Y, X) \).

**Proof.** Since \( E_S(\sigma) \in ST_S(X, Y) \), by Theorem 3.3.6, \( \omega(E_S(\sigma)) \) is a total correctness predicate transformer in \( PT_T(Y, X) \). Similarly, \( \omega(E_H(\sigma)) \) is a partial correctness predicate transformer in \( PT_F(Y, X) \) because \( E_H(\sigma) \) is an element of \( ST_H(X, Y) \).

It remains to prove (3.9). For \( x \in X \) and \( P \subseteq Y \),

\[
x \in \omega(E_S(\sigma))(P) \iff E_S(\sigma)(x) \subseteq P \\
\iff \sigma(x) \subseteq P \\
\iff \bot \notin \sigma(x) \& \sigma(x) \setminus \{\bot\} \subseteq P \\
\iff E_S(\sigma)(x) \subseteq Y \& E_H(\sigma) \subseteq P \\
\iff x \in \omega(E_S(\sigma))(Y) \cap \omega(E_H(\sigma))(P). 
\]

\[ \square \]

A Nelson predicate transformer \( \langle \pi_1, \pi_2 \rangle \in PT_N(Y, X) \) determines uniquely an Egli-Milner state transformer \( \eta^{-1}(\langle \pi_1, \pi_2 \rangle) \) by putting, for \( x \in X \),
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\[ \eta^{-1}(\langle \pi_1, \pi_2 \rangle)(x) = \omega^{-1}(\pi_2)(x) \cup \{ \bot \mid x \not\in \pi_1(Y) \}. \]

According to the intuition behind the pair \( \langle \pi_1, \pi_2 \rangle \), we use the predicate transformer \( \pi_1 \) to determine non-terminating computations, whereas we use the predicate transformer \( \pi_2 \) to calculate their final outcomes.

**Theorem 3.3.14** The function \( \eta : ST_E(X, Y) \to PT_N(Y, X) \) is a bijection with inverse \( \eta^{-1} \).

**Proof.** Let \( \sigma \in ST_E(X, Y) \) and \( x \in X \). We have

\[
\eta^{-1}(\eta(\sigma))(x) \\
= \eta^{-1}(\omega(E_S(\sigma)), \omega(E_H(\sigma)))(x) \quad [\text{definition } \eta] \\
= \omega^{-1}(\omega(E_H(\sigma))(x) \cup \{ \bot \mid x \not\in \omega(E_S(\sigma))(Y) \} \quad [\text{definition } \eta^{-1}] \\
= E_H(\sigma)(x) \cup \{ \bot \mid E_S(\sigma)(x) = Y_\bot \} \quad [\text{Theorem 3.3.10 and definition } \omega] \\
= (\sigma(x) \setminus \{ \bot \}) \cup \{ \bot \mid \bot \in \sigma(x) \} \quad [\text{definition } E_H \text{ and } E_S] \\
= \sigma(x).
\]

Conversely, for \( \langle \pi_1, \pi_2 \rangle \in PT_N(Y, X) \), \( P \subseteq Y \), and \( x \in X \),

\[
x \in \omega(E_S(\eta^{-1}(\langle \pi_1, \pi_2 \rangle)))(P) \\
\iff E_S(\eta^{-1}(\langle \pi_1, \pi_2 \rangle)(x) \subseteq P \quad [\text{definition } \omega] \\
\iff \bot \not\in \eta^{-1}(\langle \pi_1, \pi_2 \rangle)(x) \land \eta^{-1}(\langle \pi_1, \pi_2 \rangle)(x) \subseteq P \quad [\text{definition } E_S] \\
\iff x \in \pi_1(Y) \land \omega^{-1}(\pi_2)(x) \subseteq P \quad [\text{definition } \eta^{-1}] \\
\iff x \in \pi_1(Y) \land x \in \pi_2(P) \quad [\text{Lemma 3.3.5}] \\
\iff x \in \pi_1(P). \quad [\text{Equation (3.9)}]
\]

Hence

\[
\eta(\eta^{-1}(\langle \pi_1, \pi_2 \rangle)) \\
= \langle \omega(E_S(\eta^{-1}(\langle \pi_1, \pi_2 \rangle))), \omega(E_H(\eta^{-1}(\langle \pi_1, \pi_2 \rangle))) \rangle \quad [\text{definition } \eta] \\
= \langle \pi_1, \omega(\eta^{-1}(\langle \pi_1, \pi_2 \rangle) \setminus \{ \bot \}) \rangle \quad [\text{above calculation and definition } E_H] \\
= \langle \pi_1, \omega(\omega^{-1}(\pi_2)) \rangle \quad [\text{definition } \eta^{-1}] \\
= \langle \pi_1, \pi_2 \rangle. \quad [\text{Theorem 3.3.10}] \quad \square
\]

The set of Nelson predicate transformers \( PT_N(Y, X) \) can now be turned into a partial order by the order induced by \( \eta^{-1} \) on \( PT_N(Y, X) \): for \( \langle \pi_1, \pi_2 \rangle \) and \( \langle \pi_3, \pi_4 \rangle \) in \( PT_N(Y, X) \), define
\[ \langle \pi_1, \pi_2 \rangle \leq \langle \pi_3, \pi_4 \rangle \text{ if and only if } \eta^{-1}(\langle \pi_1, \pi_2 \rangle) \leq \eta^{-1}(\langle \pi_3, \pi_4 \rangle). \]

The order on \( PT_N(Y, X) \) satisfies the following equation.

**Lemma 3.3.15** For all \( \langle \pi_1, \pi_2 \rangle \) and \( \langle \pi_3, \pi_4 \rangle \) in \( PT_N(Y, X) \),

\[ \langle \pi_1, \pi_2 \rangle \leq \langle \pi_3, \pi_4 \rangle \iff \forall P \subseteq Y: \pi_1(P) \subseteq \pi_3(P) \text{ and } \pi_2(P) \supseteq \pi_4(P). \]

**Proof.** Let us use \( \sigma \) as shorthand for \( \eta^{-1}(\langle \pi_1, \pi_2 \rangle) \) and \( \tau \) as shorthand for \( \eta^{-1}(\langle \pi_3, \pi_4 \rangle) \). Assume first \( \sigma \leq \tau \) in \( ST_E(X, Y) \) and let \( P \subseteq Y \).

If \( x \in \pi_1(P) \) then \( \bot \notin \sigma(x) \). Since \( \sigma \leq \tau \), \( \sigma(x) = \tau(x) \). Because \( x \in \pi_1(P) = \omega(E_S(\sigma))(P) \) it follows that \( x \in \pi_3(P) = \omega(E_S(\tau))(P) \). Thus \( \pi_1(P) \subseteq \pi_3(P) \).

If \( x \in \pi_4(P) \) we have to consider two cases depending on the presence of \( \bot \) in \( \sigma(x) \). In case \( \bot \notin \sigma(x) \), \( \sigma \leq \tau \) implies \( \sigma(x) = \tau(x) \). Hence \( x \in \pi_4(P) = \omega(E_H(\tau))(P) \) implies \( x \in \omega(E_H(\sigma))(P) = \pi_2(P) \). In the other case \( \bot \in \sigma(x) \).

Since \( \sigma \leq \tau \) then \( \sigma(x) \setminus \{ \bot \} \subseteq \tau(x) \). Hence \( E_H(\sigma)(x) \subseteq E_H(\tau)(x) \). Thus \( x \in \pi_4(P) = \omega(E_H(\tau))(P) \) implies that \( x \) is an element of \( \omega(E_H(\sigma))(P) = \pi_2(P) \). Therefore \( \pi_2(P) \supseteq \pi_4(P) \).

For the converse, assume that \( \pi_1(P) \subseteq \pi_3(P) \) and \( \pi_2(P) \supseteq \pi_4(P) \) for all \( P \subseteq Y \). First note that for every \( x \in X \),

\[ \omega^{-1}(\pi_2)(x) \subseteq \omega^{-1}(\pi_4)(x) \quad (3.11) \]

because \( \pi_4(P) \subseteq \pi_2(P) \) for all \( P \subseteq Y \). Next we distinguish two cases.

If \( \bot \notin \sigma(x) \) then by definition of \( \eta^{-1} \) \( x \in \pi_1(Y) \) and \( \sigma(x) = \omega^{-1}(\pi_2)(x) \). Since \( \pi_1(Y) \subseteq \pi_3(Y) \), \( x \in \pi_3(Y) \). Thus \( \bot \notin \tau(x) \) and \( \tau(x) = \omega^{-1}(\pi_4)(x) \). By (3.11) it follows \( \sigma(x) \subseteq \tau(x) \). We still need to prove the reverse inclusion. Because \( \langle \pi_1, \pi_2 \rangle \) is a Nelson predicate transformer, \( x \in \pi_1(Y) \) and, by Lemma 3.3.5, \( x \) is an element of \( \pi_2(\omega^{-1}(\pi_2)(x)) \). Hence \( x \in \pi_3(\omega^{-1}(\pi_2)(x)) \). Therefore \( \tau(x) \subseteq \sigma(x) \).

If \( \bot \in \sigma(x) \) then \( \sigma(x) \setminus \{ \bot \} = \omega^{-1}(\pi_2)(x) \) by definition of \( \eta^{-1} \). Thus, by equation (3.11), \( \sigma(x) \setminus \{ \bot \} \subseteq \omega^{-1}(\pi_4)(x) \).

\[ \omega^{-1}(\pi_4)(x) \subseteq \tau(x) \quad \text{by definition of } \eta^{-1}, \text{ we obtain that } \sigma(x) \setminus \{ \bot \} \subseteq \tau(x) \]

\[ \square \]
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The above characterization of the order between Nelson predicate transformers is used in [167] to give an early treatment of recursion in the original weakest precondition calculus of Dijkstra [56], based on continuity of the weakest preconditions. A more detailed treatment of the recursion is given in [91] and [20].

We conclude this section by showing that the Egli-Milner state transformer semantics of $\mathcal{L}_0$ corresponds to the pair of weakest precondition and weakest liberal precondition semantics. For $\langle d, S \rangle \in \mathcal{L}_0$ we have

$$
\eta(St_E[\langle d, S \rangle]) = \langle \omega(E_S(St_E[\langle d, S \rangle])), \omega(E_H(St_E[\langle d, S \rangle])) \rangle
$$

$$
= \langle \omega(St_H[\langle d, S \rangle]), \omega(St_H[\langle d, S \rangle]) \rangle \quad \text{[Theorem 3.2.14]}
$$

$$
= \langle WP_0[\langle d, S \rangle], WLp_0[\langle d, S \rangle] \rangle. \quad \text{[Theorems 3.3.8 and 3.3.11]}
$$

As a consequence of the above, we obtain that the weakest precondition semantics $WP_0[\langle d, S \rangle]$ and the weakest liberal precondition semantics $WLp_0[\langle d, S \rangle]$ of a program $\langle d, S \rangle \in \mathcal{L}_0$ satisfy the pairing condition (3.9).

3.4 Can a backtrack operator be added to $\mathcal{L}_0$?

In this section we study the incorporation of a backtrack operator into our language $\mathcal{L}_0$. The backtrack operator is a binary operator ‘$\Xi$’ which backtracks to the second component if the first component deadlocks. We define it in the domain of Egli-Milner state transformers to derive its weakest precondition semantics. Maybe surprisingly, the backtrack operator is not monotone with respect to the order of the total correctness predicate transformers. To repair the problem a new order can be defined which refines the ordinary order on predicate transformers and such that the backtrack operator becomes monotone. However, sequential composition is not monotone with respect to this new order. In order to justify the well-definedness of a weakest precondition semantics for $\mathcal{L}_0$ extended with a backtrack operator we prove that under certain conditions the least fixed point of a non-monotone function exists.

Our extension of $\mathcal{L}_0$ is a variation of the language studied in [154]. In this article a weakest precondition semantics together with a weakest liberal precondition semantics for a language with a backtrack operator is given. Below we will concentrate only on a weakest precondition semantics.

**Definition 3.4.1** (i) The set $(S \in) Stat_B$ of statements is given by
\[ S ::= v ::= e \mid b \rightarrow x \mid S ; S \mid S \downarrow S \mid S \uparrow S. \]

(ii) The set \((d \in) \text{Decl}_B\) of declarations is defined by \(\text{PVar} \rightarrow \text{Stat}_B\).

(iii) The language \(\mathcal{L}_B\) is given by \(\text{Decl}_B \times \text{Stat}_B\).

To guide the intuition about the backtrack operator \(\boxminus\) we define the corresponding semantical operator in the domain of the Egli-Milner state transformers. For \(\sigma_1, \sigma_2 \in \text{ST}_E(X, Y)\) define \(\sigma_1 \boxminus \sigma_2\) by

\[
(\sigma_1 \boxminus \sigma_2)(x) = \begin{cases} 
\sigma_2(x) & \text{if } \sigma_1(x) = \emptyset \\
\sigma_1(x) & \text{otherwise,}
\end{cases}
\]

for \(x \in X\). A similar definition can be given for the Smyth state transformers and for the Hoare state transformers. It is a straightforward verification to see that

\[ \boxminus : \text{ST}_E(X, Y) \times \text{ST}_E(X, Y) \rightarrow \text{ST}_E(X, Y) \]

is a monotone function. However this is not true with respect to the order of the Smyth state transformers \(\text{ST}_S(X, Y)\). Indeed if \(y_1, y_2 \in Y\) then

\[ \lambda x. \{ y_1 \} \leq \lambda x. \emptyset \]

in \(\text{ST}_S(X, Y)\), but,

\[
\lambda x. \{ y_1 \} \boxminus \lambda x. \{ y_2 \} = \lambda x. \{ y_1 \} \\
\not\leq \lambda x. \{ y_2 \} \\
= \lambda x. \emptyset \boxminus \lambda x. \{ y_2 \}
\]

The above monotonicity problem is caused by the fact that the function \(\lambda x. \emptyset\) is the top element of \(\text{ST}_S(X, Y)\). In \(\text{ST}_E(X, Y)\) this is not the case, and indeed the backtrack operator is monotone. We can try to define a new domain of state transformers between \(\text{ST}_S(X, Y)\) and \(\text{ST}_E(X, Y)\) by introducing a new order on the Smyth state transformers which preserves deadlock. The idea is that a state transformer which does not deadlock cannot be substituted by another which does, even if more can be guaranteed for it.

**Definition 3.4.2** Define \(\text{ST}_D(X, Y)\) to be the set of all functions from \(X\) to \(\mathcal{P}(Y) \cup \{ Y_\perp \}\) ordered as follows. For \(\sigma, \tau \in \text{ST}_D(X, Y)\),
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\[ \sigma \leq \tau \text{ if and only if } \forall x \in X : (\tau(x) \neq \emptyset \& \sigma(x) \supseteq \tau(x)) \text{ or } \\
(\tau(x) = \emptyset \& (\sigma(x) = \emptyset \text{ or } \sigma(x) = Y_\bot)). \]

As for \( ST_S(X, Y) \), the above domain \( ST_D(X, Y) \) is a partial order with the function \( \lambda x.\{Y_\bot\} \) as bottom element. However \( ST_D(X, Y) \) need not to be a cpo. For example let \( \mathbb{N} \) be the set of natural numbers, and consider in \( ST_D(X, \mathbb{N}) \) the following directed set

\[ \lambda x.\mathbb{N} \leq \lambda x.\mathbb{N} \setminus \{0\} \leq \lambda x.\mathbb{N} \setminus \{0, 1\} \leq \ldots. \]

It has no upper bound in \( ST_D(X, \mathbb{N}) \) (in \( ST_S(X, \mathbb{N}) \) it would have the function \( \lambda x.\emptyset \) as a least upper bound).

It is now easy to see that the backtrack operator ‘\( \boxdot \)’ is monotonic with respect to the new domain \( ST_D(X, Y) \). However the composition function ‘\( ; \)’, defined exactly as for \( ST_S(X, Y) \), is not monotone anymore. For \( y_1, y_2 \in Y \),

\[ \lambda x.\{y_1, y_2\} \leq \lambda x.\{y_1\} \]

in \( ST_D(X, Y) \). If we compose them with the function \( \sigma \in ST_S(Y, Z) \) which maps \( y_2 \) to \( \{z\} \subseteq Z \) and every other \( y \in Y \) to \( \emptyset \) we obtain

\[ \lambda x.\{y_1, y_2\} ; \sigma = \lambda x.\{z\} \]

\[ \not\leq \lambda x.\emptyset \]

\[ = \lambda x.\{y_1\} ; \sigma. \]

Next we turn to a weakest precondition semantics for \( \mathcal{L}_B \). First we use the isomorphism of Theorem 3.3.6 to derive the semantical backtrack operator in the domain of total correctness predicate transformers. For \( \sigma_1, \sigma_2 \in ST_S(X, Y) \) let

\[ \pi_1 = \omega(\sigma_1) \text{ and } \pi_2 = \omega(\sigma_2). \]

Then \( \sigma_1 = \omega^{-1}(\pi_1) \) and \( \sigma_2 = \omega^{-1}(\pi_2) \). For \( P \subseteq Y \),

\[ \omega(\sigma_1 \boxdot \sigma_2)(P) \]

\[ = \{ x \in X \mid (\sigma_1 \boxdot \sigma_2)(x) \subseteq P \} \]

\[ = \{ x \in X \mid \sigma_1(x) = \emptyset \& \sigma_2(x) \subseteq P \} \cup \]
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\{x \in X \mid \sigma_1(x) \neq \emptyset \land \sigma_1(x) \subseteq P\}
= \{(x \in X \mid \sigma_1(x) \subseteq \emptyset) \cap \{x \in X \mid \sigma_2(x) \subseteq P\}\} \cup
(X \setminus \{x \in X \mid \sigma_1(x) \subseteq \emptyset\} \cap \{x \in X \mid \sigma_1(x) \subseteq P\})
= (\omega(E_S(\sigma_1))(\emptyset) \cap \omega(E_S(\sigma_2))(P)) \cup
((X \setminus \omega(E_S(\sigma_1))(\emptyset)) \cap \omega(E_S(\sigma_1))(P))
= (\pi_1(\emptyset) \cap \pi_2(P)) \cup ((X \setminus \pi_1(\emptyset)) \land \pi_1(P))
= \pi_1(P) \land (\pi_1(\emptyset) \Rightarrow \pi_2(P)),

where \(P \Rightarrow Q\) is a shorthand for \((P \cap Q) \cup (X \setminus P)\). The above justifies the following definition.

**Definition 3.4.3** For \(\pi_1, \pi_2 \in PT_T(Y, X)\) define \(\pi_1 \boxdot \pi_2 \in PT_T(Y, X)\) by

\[(\pi_1 \boxdot \pi_2)(P) = \pi_1(P) \cap (\pi_1(\emptyset) \Rightarrow \pi_2(P)),\]

for all \(P \subseteq Y\).

Since \(\omega\) is an order-preserving isomorphism \('\Box'\) is not monotone with respect to the order in \(PT_T(Y, X)\). Nevertheless we want to define the weakest precondition semantics of \(L_B\) in the same way as we did in Lemma 3.3.3 for the weakest precondition semantics of \(L_0\): as the least fixed point of a higher order transformation.

**Definition 3.4.4** Let \(F \in \text{Sem}_B = L_B \rightarrow PT_T(\text{St}, \text{St})\) and define the function \(\Psi_B : \text{Sem}_B \rightarrow \text{Sem}_B\) inductively by

\[
\Psi_B(F)(\langle d, v := e \rangle) = W_{P_0}[\langle d, v := e \rangle],
\Psi_B(F)(\langle d, b \rightarrow \rangle) = W_{P_0}[\langle d, b \rightarrow \rangle],
\Psi_B(F)(\langle d, x \rangle) = F(\langle d, d(x) \rangle),
\Psi_B(F)(\langle d, S_1 ; S_2 \rangle) = \Psi_B(F)(\langle d, S_1 \rangle) \circ \Psi_B(F)(\langle d, S_2 \rangle),
\Psi_B(F)(\langle d, S_1 \sqcap S_2 \rangle) = \Psi_B(F)(\langle d, S_1 \rangle) \land \Psi_B(F)(\langle d, S_2 \rangle),
\Psi_B(F)(\langle d, S_1 \oplus S_2 \rangle)(P) = \Psi_B(F)(\langle d, S_1 \rangle) \boxdot \Psi_B(F)(\langle d, S_2 \rangle).
\]

Well-definedness of \(\Psi_B\) is straightforwardly checked, since it is based on the well-definedness of the corresponding semantical operators in \(PT_B(\text{St}, \text{St})\). Since the semantical operator \('\Box'\) is not monotone, also \(\Psi_B\) is not monotone. At first sight it seems that we cannot define a weakest precondition semantics
for $L_B$ as the least fixed point of $\Psi_B$ because the ordinary fix-point methods require $\Psi_B$ to be at least monotone.

However, we show that, under certain conditions, the least fixed point of a non-monotonic function on a poset (which need not to be complete) exists and that it can be calculated by iteration.

**Proposition 3.4.5** Let $P$ be a cpo and let $Q$ be a poset such that there there is an onto and continuous function $h : P \to Q$. Assume also that, for every $y \in Q$ there is a top element in $h^{-1}(y)$, that is, there exists $z \in h^{-1}(y)$ such that $x \leq z$ for all $x \in h^{-1}(y)$. If $f : P \to P$ is a monotone function then every function $g : Q \to Q$ making the following diagram commute

\[
\begin{array}{ccc}
P & \xrightarrow{f} & P \\
h \downarrow & & \downarrow h \\
Q & \xrightarrow{g} & Q \\
\end{array}
\]

has a least fixed point. Moreover, for every ordinal $\alpha$, $g^{(\alpha)}$ exists and equals $h(f^{(\alpha)})$.

**Proof.** By Proposition 2.2.3 $f$ has as least fixed point $f^{(\lambda)}$, for some ordinal $\lambda$. We have:

\[h(f^{(\lambda)}) = h(f^{(\lambda+1)}) = h(f(f^{(\lambda)})) = g(h(f^{(\lambda)})).\]

So $h(f^{(\lambda)})$ is a fixed point of $g$. Next we prove $h(f^{(\lambda)})$ is also the least one.

Let $y \in Q$ be such that $g(y) = y$ and let $z$ be the top element in $h^{-1}(y)$. We prove by induction on ordinals that $f^{(\alpha)} \leq z$ for every ordinal $\alpha$. In the proof below we need the fact that $f(z) \leq z$ which can justified by the following

\[h(f(z)) = g(h(z)) = g(y) = y.\]

If $\alpha = 0$ then $f^{(\alpha)} = f(\bot) \leq f(z) \leq z$. Assume now that $f^{(\beta)} \leq z$ for all ordinals $\beta < \alpha$. We have

\[(\forall \beta < \alpha : f^{(\beta)} \leq z) \Rightarrow \bigvee\{f^{(\beta)} : \beta < \alpha\} \leq z\]
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\[
\Rightarrow f(\bigvee \{f(\beta) \mid \beta < \alpha\}) \leq f(z) \quad [f \text{ is monotone}]
\]
\[
\Rightarrow f^{(\alpha)} \leq z. \quad [\text{definition of } f^{(\alpha)} \text{ and } f(z) \leq z]
\]

It follows that \(f^{(\lambda)} \leq z\). Hence, by monotonicity of \(h\),

\[
h(f^{(\lambda)}) \leq h(z) = y,
\]

from which we can conclude that \(h(f^{(\lambda)})\) is the least fixed point of \(g\).

It remains to prove that \(g^{(\alpha)} = h(f^{(\alpha)})\) for every ordinal \(\alpha\). Since \(h\) is onto and monotone, it is also strict. Hence, for \(\alpha = 0\),

\[
h(f^{(\alpha)}) = h(f(\bot)) = g(h(\bot)) = g(\bot) = g^{(\alpha)}.
\]

Using induction on ordinals we have for \(\alpha > 0\)

\[
\begin{align*}
h(f^{(\alpha)}) &= h(f(\bigvee \{f(\beta) \mid \beta < \alpha\})) \\
&= g(h(\bigvee \{f(\beta) \mid \beta < \alpha\})) \quad [\text{commutativity}] \\
&= g(\bigvee \{h(f(\beta)) \mid \beta < \alpha\}) \quad [h \text{ is continuous}] \\
&= g(\bigvee \{g^{(\beta)} \mid \beta < \alpha\}) \quad [\text{induction hypothesis}] \\
&= g^{(\alpha)}. \quad [\text{by definition}]
\end{align*}
\]

\[\square\]

In order to apply the above proposition consider the complete partial order \(\text{Sem}_E = \mathcal{L}_0 \rightarrow ST_E(\text{St}, \text{St})\), and define the transformation \(\Phi : \text{Sem}_E \rightarrow \text{Sem}_B\) by

\[
\Phi(F)(\langle d, S \rangle) = \omega(E_S(F(\langle d, S \rangle))).
\]

Since \(E_S : ST_E(\text{St}, \text{St}) \to ST_B(\text{St}, \text{St})\) is strict, onto and continuous, and \(\omega : ST_B(\text{St}, \text{St}) \to PT_T(\text{St}, \text{St})\) is an order isomorphism, \(\Phi\) is onto and continuous. Moreover, if \(\sigma \in ST_B(\text{St}, \text{St})\) then \(\sigma\) is also a function in \(ST_E(\text{St}, \text{St})\) and \(E_S(\sigma) = \sigma\). Clearly \(\sigma\) is the top element of \(E_S^{-1}(\sigma)\). Hence also \(\Phi^{-1}(F)\) has a top element for every \(F \in \text{Sem}_B\).

**Theorem 3.4.6** The function \(\Psi_B : \text{Sem}_B \rightarrow \text{Sem}_B\) has a least fixed point which can be calculated by iteration from the bottom element of \(\text{Sem}_B\).
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**Proof.** Define $\Psi_E : \text{Sem}_E \rightarrow \text{Sem}_E$ inductively by

\[
\begin{align*}
\Psi_E(F)(\langle d, v := e \rangle) &= S_{t_E}[\langle d, v := e \rangle], \\
\Psi_E(F)(\langle d, b \rightarrow \rangle) &= S_{t_E}[\langle d, b \rightarrow \rangle], \\
\Psi_E(F)(\langle d, x \rangle) &= F(\langle d, d(x) \rangle), \\
\Psi_E(F)(\langle d, S_1 ; S_2 \rangle) &= \Psi_E(F)(\langle d, S_1 \rangle) \circ \Psi_E(F)(\langle d, S_2 \rangle), \\
\Psi_E(F)(\langle d, S_1 \mathbin{\Box} S_2 \rangle) &= \Psi_E(F)(\langle d, S_1 \rangle) \circ \Psi_E(F)(\langle d, S_2 \rangle), \\
\Psi_E(F)(\langle d, S_1 \mathbin{\exists} S_2 \rangle)(P) &= \Psi_E(F)(\langle d, S_1 \rangle) \circ \Psi_E(F)(\langle d, S_2 \rangle).
\end{align*}
\]

Well-definedness and monotonicity of $\Psi_E$ can be straightforwardly checked. It is ultimately based on the monotonicity of the corresponding state transformer constructors. Moreover, by induction on the structure of $S$, and using Theorem 3.2.14, Theorem 3.3.8, and the definition of ‘$\Box$’ we have that

\[
\Phi(\Psi_E(F))(\langle d, S \rangle) = \Psi_B(\Phi(F))(\langle d, S \rangle)
\]

for all $\langle d, S \rangle \in \mathcal{L}_B$. Therefore by Proposition 3.4.5 $\Psi_B$ has a least fixed point which can be calculated by iteration from the bottom element of $\text{Sem}_B$. \(\square\)

The least fixed point of $\Psi_B$ defines the weakest precondition semantics for $\mathcal{L}_B$.

### 3.5 Concluding notes

The predicate transformer semantics we presented in this chapter is formulated using higher-order transformations. Hence predicate transformers are regarded as basic objects in contrast to the more traditional view which regards predicates on states as basic objects. Accordingly, we treated recursion at the level of predicate transformers whereas for example Dijkstra and Scholten [58] treat recursion at the level of predicates.

Several semantic domains we introduced in this chapter are general enough to support both recursion and unbounded non-determinism. For example our Egli-Milner state transformer domain $\text{ST}_E(X, Y)$ is more general than the similar domain for countable non-determinism of Apt and Plotkin [10], while
our predicate transformers domain $PT_T(Y, X)$ is equivalent to the domain of predicate transformers for unbounded non-determinism treated in [57,96].

We have not used the capability of the domains to express unbounded non-determinism. In this chapter we only treated a language without specification constructs. An extension of the language $L_0$ with this kind of constructs is treated in Chapter 4.

The results of this chapter can be extended to capture the semantics of more general programs than the sequential ones. In Chapter 7 we treat an example of a program which interacts with its environment by extending $L_0$ with a parallel operator. The key step towards this goal is a refinement of our definition of predicates. In Chapter 5 affirmative predicates are introduced as open sets of a topological space, and in Chapter 6 we introduce two kinds of topological predicate transformers which generalize the total and the partial correctness predicate transformers. Dualities between state transformers and topological predicate transformers are also studied in Chapter 6.
Chapter 4

The refinement calculus

Predicate transformers were introduced in the previous chapter as a mathematical domain for the semantics of sequential programming languages. The goal is to use this domain for the support of systematic development of programs from their formal specifications [58]. However, the domain is not yet suited for a weakest precondition semantics of a language which includes certain specification constructs. For example, it would be nice if angelic nondeterminism were allowed. This is useful, for example, in data abstraction via inverse commands [15,74]. Another useful extension is to allow unbounded non-determinacy both for angelic and for demonic choice.

An extension of the domain which supports both unbounded angelic nondeterminism and unbounded demonic non-determinism is given in the framework of the refinement calculus. The language of the refinement calculus as introduced by Back [13] combines basic predicate transformers (which generalize assignments and conditionals), functional composition, and the lattice operations of infinite meets and infinite joins. The language is expressive enough to model both executable sequential programs and abstract specifications. The language of the refinement calculus has a predicate transformer semantics. The domain of this semantics consists of the monotonic predicate transformers. This semantics is based on a lattice theoretical interpretation [197,97]: demonic choice is modeled by the meet of programs and angelic choice is modeled by the join. The lattice of predicate transformers is the basis of the refinement calculus and was first introduced in [13], and successively developed in [150,151,17,197].
The execution of a statement in the refinement calculus can also be described as a game between two parties with the goal of trying or preventing, respectively, to reach a state in which a given predicate holds. This game-theoretical interpretation is inspired by the and/or programs of Harel [88] and it is developed for the refinement calculus by Back and Von Wright [18]. A game semantics for a language similar to the language of the refinement calculus is also given by Hesselink [99].

In this chapter we give a short overview of the refinement calculus. Then we extend the language $L_0$ to a language $L_1$ with the specification constructs of the refinement calculus. A backward predicate transformer semantics is given. We also give a forward semantics for $L_1$. It is based on a duality between predicate transformers and completely distributive lattices. The idea is to model commands of the calculus as functions mapping an input state to the collection of all predicates satisfiable by every output of the command. As in the previous chapter, we show that the backward semantics and the forward semantics are isomorphic. Based on the operational interpretation of the refinement calculus as a two-person game, Back and von Wright [18] also present a forward semantics of the refinement calculus. They also present a duality between predicate transformers and the two-step game domain. Although their duality result and forward semantics coincide with our duality and forward semantics, they have been found independently.

We conclude the chapter by giving an operational semantics for $L_1$ using hyper transition systems. The hyper transition systems (a generalization of transition systems) specify the atomic steps of the computations. We show that the operational and the forward semantics coincide.

### 4.1 Specification and refinement

The *specification* of a sequential program consists usually of the declaration of a set specifying all possible states in which the program is allowed to work, a precondition (a predicate on the set of states) and a postcondition (also a predicate on the set of states). The postcondition specifies states in which the program has to terminate when started in a state satisfying the precondition [82].

We need a calculus which includes at least a ‘reasonable’ programming language, a specification language and a definition of a satisfaction relation between programs and specifications. Moreover, we want to have refinement
relations both for specifications and for programs.

If we take the language \( \mathcal{L}_0 \) defined in the previous chapter as programming language, and \( \mathcal{S}_t \) as the set of states in which a program of \( \mathcal{L}_0 \) is allowed to work, then a pair \((P, Q)\) of subsets of \( \mathcal{S}_t \) can be seen as a specification (with \( P \) as precondition and \( Q \) as postcondition). A program \( \langle d, S \rangle \in \mathcal{L}_0 \) satisfies a specification \((P, Q)\) if \( P \subseteq W_{P_0}[\langle d, S \rangle](Q) \): every computation of \( \langle d, S \rangle \) starting in a state \( x \in P \) is guaranteed to terminate in a state satisfying \( Q \).

By Theorem 3.3.6, we could equivalently say that \( \langle d, S \rangle \) satisfies a specification \((P, Q)\) if \( St_S[\langle d, S \rangle](x) \subseteq Q \) for every \( x \in P \).

A specification can be refined by another one provided that any program satisfying the refined specification satisfies also the original one. Thus a specification \((P, Q)\) is refined by a specification \((P', Q')\) if \( P' \subseteq P \) and \( Q' \subseteq Q' \).

In this case, for a program \( \langle d, S \rangle \in \mathcal{L}_0 \), if \( P \subseteq W_{P_0}[\langle d, S \rangle](Q) \) then also \( P' \subseteq W_{P_0}[\langle d, S \rangle](Q') \) by monotonicity of \( W_{P_0}[\cdot] \). Hence \((P', Q')\) is satisfied by any program which satisfies \((P, Q)\).

In the same way a program can be refined by another one provided that any specification satisfied by the original program is also satisfied by the refined one. For example, a program \( \langle d, S \rangle \in \mathcal{L}_0 \) is refined by a program \( \langle d', S' \rangle \in \mathcal{L}_0 \) if, for all \( Q \subseteq \mathcal{S}_t \), \( W_{P_0}[\langle d, S \rangle](Q) \subseteq W_{P_0}[\langle d', S' \rangle](Q) \). In this case, if \((P, Q)\) is a specification which is satisfied by \( \langle d, S \rangle \) then \((P, Q)\) is also satisfied by \( \langle d', S' \rangle \).

In the synthesis of programs from specifications it can be useful to have a single language for programs and specifications, and to have a single relation for expressing the refinement of specifications and programs. The refinement calculus uses a language describing monotonic predicate transformers as such a single language.

**Definition 4.1.1** Let \( X \) and \( Y \) be two sets. Define \( PT_M(Y, X) \) to be the set of all monotonic predicate transformers in \( PT(Y, X) \). They are ordered as in \( PT(Y, X) \), i.e., for \( \pi_1, \pi_2 \in PT_M(Y, X) \),

\[
\pi_1 \leq \pi_2 \text{ if and only if } \forall P \subseteq Y : \pi_1(P) \subseteq \pi_2(P).
\]

The order between monotonic predicate transformers is the refinement order: a predicate transformer \( \pi_1 \) in \( PT_M(Y, X) \) is said to be refined by \( \pi_2 \) in \( PT_M(Y, X) \) if \( \pi_1 \leq \pi_2 \) in \( PT_M(Y, X) \).

**Definition 4.1.2** A monotonic predicate transformer \( \pi \in PT_M(Y, X) \) is
said to be totally correct with respect to a precondition \( P \subseteq X \) and a postcondition \( Q \subseteq Y \) if \( P \subseteq \pi(Q) \).

In other words, every computation of a program specified by the predicate transformer \( \pi \) at input \( x \in P \) terminates in a final state satisfying the predicate \( Q \). A monotonic predicate transformer \( \pi \) is said to be terminating if \( \pi(Y) = X \). The restriction to monotonicity for \( \pi \) in the above definition can be justified as follows. Assume \((P, Q)\) is a specification and let \( \pi \) be a predicate transformer denoting a class of programs which satisfies the above specification. If \( Q \subseteq Q' \) then every computation of a program which for input \( x \in P \) terminates in a state satisfying \( Q \), terminates also in a state satisfying \( Q' \). Hence \( \pi(Q) \subseteq \pi(Q') \).

Refinement coincides with preservation of total correctness: \( \pi_1 \) refines \( \pi_2 \) if \( \pi_1 \) satisfies every total correctness specification that \( \pi_2 \) satisfies. Moreover this condition characterizes the refinement relation exactly.

**Proposition 4.1.3** For \( \pi_1 \) and \( \pi_2 \) in \( PT_M(Y, X) \),

\[
\pi_1 \leq \pi_2 \text{ if and only if } \forall P \subseteq X \forall Q \subseteq Y : P \subseteq \pi_1(Q) \Rightarrow P \subseteq \pi_2(Q).
\]

**Proof.** Assume \( \pi_1(Q) \subseteq \pi_2(Q) \) for all \( Q \subseteq Y \). Then \( P \subseteq \pi_1(Q) \subseteq \pi_2(Q) \) implies \( P \subseteq \pi_2(Q) \). For the converse, assume the above right hand side holds. Since \( \pi_1(Q) \subseteq \pi_1(Q) \) for all \( Q \subseteq Y \), \( \pi_1(Q) \subseteq \pi_2(Q) \). Hence \( \pi_1 \leq \pi_2 \). \( \square \)

Next we show how every monotonic predicate transformer can be described by some primitive monotone predicate transformers together with some constructors on predicate transformers. This gives then the language for the description of the monotonic predicate transformers in the refinement calculus. We first give three collections of primitive predicate transformers.

A subset \( V \subseteq X \) can be lifted to the monotonic predicate transformer ‘\( \{V\} \)’ in \( PT_M(X, X) \) by

\[
\{V\}(P) = V \cap P,
\]

and also to the monotonic predicate transformer ‘\( V \rightarrow \)’ in \( PT_M(X, X) \) by

\[
V \rightarrow (P) = \{x \in X \mid x \in V \Rightarrow x \in P\},
\]

70
for all $P \subseteq X$. The predicate transformers ‘$\{V\}$’ and ‘$V \rightarrow$’ are called assert command and guarded command, respectively. They can be thought of as conditional tests. Note that the predicate transformer ‘$V \rightarrow$’ always terminates whereas ‘$\{V\}$’ does not for all inputs $x$ with $x \not\in V$.

Every function $f : X \rightarrow Y$ can be lifted to the monotonic predicate transformer ‘$(f)$’ $\in PT_M(Y, X)$ by

$$\langle f \rangle(P) = \{x \in X \mid f(x) \in P\},$$

for all $P \subseteq Y$. The predicate transformer $\langle f \rangle$ is called update command and can be thought of as a multiple assignment.

Next we look at the predicate transformer constructors: two monotonic predicate transformers $\pi_1 \in PT_M(Z, Y)$ and $\pi_2 \in PT_M(Y, X)$ can be composed by functional composition obtaining the monotonic predicate transformer $\pi_1 \circ \pi_2 \in PT_M(Z, X)$. Thus

$$(\pi_1 \circ \pi_2)(P) = \pi_1(\pi_2(P)),$$

for all $P \subseteq Y$. The above functional composition is also called sequential composition.

Finally, from an arbitrary set (possibly empty) of monotonic predicate transformers $\{\pi_i \in PT_M(Y, X) \mid i \in I\}$ two other monotonic predicate transformers can be obtained by applying the meet and the join of the lattice $PT_M(Y, X)$. Although $PT_M(Y, X)$ is not a complete Boolean algebra, it is a complete lattice with meets and joins defined pointwise, exactly as in $PT(Y, X)$. Hence we have

$$\bigwedge\{\pi_i \mid i \in I\}(P) = \bigcap\{\pi_i(P) \mid i \in I\},$$
$$\bigvee\{\pi_i \mid i \in I\}(P) = \bigcup\{\pi_i(P) \mid i \in I\},$$

for all $P \subseteq Y$. The meet $\wedge$ is called demonic choice while the join $\vee$ is called angelic choice.

Besides preserving monotonicity, the above constructors are also monotonic as functions on the lattice of predicate transformers. In general, if $z$ is a variable ranging over monotonic predicate transformers in $PT_M(Y, X)$ and $C(z)$ is a monotonic predicate transformer constructed from the above primitive
monotonic predicate transformers, the lattice and functional constructors, and containing the variable \( z \), then

\[
\lambda z.C(z): PT_M(Y, X) \rightarrow PT_M(Y, X)
\]

is a monotonic function. This means that we may always replace a monotonic predicate transformer by a refined one in any context, because

\[
\pi_1 \leq \pi_2 \text{ implies } C(\pi_1) \leq C(\pi_2).
\]

The following theorem, due to Von Wright [197], shows that every monotonic predicate transformer can be obtained from the primitive predicate transformers, the lattice constructors and the functional composition.

**Theorem 4.1.4** Let \( \pi \in PT_M(Y, X) \) and let \( V_x \) denote the set \( \{x\} \subseteq X \) for \( x \in X \). Then \( \pi \) coincides with the predicate transformer

\[
\bigvee \{\{V_x\} \circ \bigwedge \{\langle f : X \rightarrow Y \rangle \mid \forall x \in X : f(x) \in P \} \mid P \subseteq Y \text{ and } x \in \pi(P)\}.
\]

**Proof.** The proof proceeds in three steps.

(i) Let \( Q \subseteq Y \). By definition of meets and of the update command,

\[
\begin{align*}
&\bigwedge \{\langle f : X \rightarrow Y \rangle \mid \forall x \in X : f(x) \in P \}(Q) \\
&= \bigcap \{\langle f : X \rightarrow Y \rangle(Q) \mid \forall x \in X : f(x) \in P \} \\
&= \bigcap \{\{x \mid f(x) \in Q\} \mid \forall x \in X : f(x) \in P\}.
\end{align*}
\]

If \( P \subseteq Q \) then the above set is clearly \( X \). Otherwise, it is empty. To prove the latter statement let \( y \in P \setminus Q \) (which exists because \( P \not\subseteq Q \)). Consider \( f : X \rightarrow Y \) such that \( f(x) \in P \) for all \( x \in X \) (which exists because \( P \) is nonempty). If \( f(z) \in Q \) for some \( z \in X \) define \( f_z : X \rightarrow Y \) by

\[
f_z(x) = \begin{cases} y & \text{if } x = z \\ f(x) & \text{otherwise}, \end{cases}
\]

for every \( x \in X \). Then \( f_z(x) \in P \) for all \( x \in X \) but \( f_z(z) \not\in Q \). It follows that, if \( P \not\subseteq Q \)

\[
\bigcap \{\{x \mid f(x) \in Q\} \mid \forall x \in X : f(x) \in P\} = \emptyset.
\]
(ii) Let \( \rho_{x,P} = \{ V_x \} \cap \{ \langle f : X \to Y \rangle \mid \forall x \in X : f(x) \in P \} \) By step 1., and the definitions of the predicate transformer \( \{ V_x \} \) and of the functional composition,

\[
\rho_{x,P}(Q) = \begin{cases} 
\{ x \} \text{ if } P \subseteq Q \\
\emptyset \text{ otherwise,} 
\end{cases}
\]  

(4.1)

for all \( Q \subseteq Y \).

(iii) For \( x \in X \) and \( P \subseteq Y \) let \( \rho_{x,P} \) be defined as above. For \( Q \subseteq Y \),

\[
(\forall \{ \rho_{x,P} \mid P \subseteq Y \land x \in \pi(P) \})(Q) \\
= \bigcup \{ \rho_{x,P}(Q) \mid P \subseteq Y \land x \in \pi(P) \} \\
= \bigcup \{ \rho_{x,P}(Q) \mid P \subseteq Q \land x \in \pi(P) \} \quad [\rho_{x,P}(Q) = \emptyset \text{ if } P \not\subseteq Q] \\
= \bigcup \{ \{ x \} \mid P \subseteq Q \land x \in \pi(P) \} \quad [\text{by (4.1)]} \\
= \bigcup \{ \pi(P) \mid P \subseteq Q \} \\
= \pi(Q). \quad [\pi \text{ is monotone}] \quad \square
\]

4.2 The language \( \mathcal{L}_1 \) and its predicate transformer semantics

We now extend the programming language \( \mathcal{L}_0 \) to a language \( \mathcal{L}_1 \) with the specification constructs of the refinement calculus. The main difference with the language of the refinement calculus is that we have procedure variables in the language.

**Definition 4.2.1** Let \( \text{St} \) be a set of states and let \( P\text{Var} \) be a set of procedure variables.

(i) The class \((S \in) \text{Stat}_1\) of statements is given by

\[
S ::= V \to \mid \{ V \} \mid \langle f \rangle \mid x \mid \bigvee_I S_i \mid \bigwedge_I S_i \mid S ; S,
\]

where \( V \subseteq \text{St} \), \( f : \text{St} \to \text{St} \), \( x \in P\text{Var} \), and \( I \) is an arbitrary set.

(ii) A declaration is a function \( d \in \text{Decl}_1 = P\text{Var} \to \text{Stat}_1 \).

(iii) A command in the language \( \mathcal{L}_1 \) is a pair \( \langle d, S \rangle \), where \( d \) is a declaration in \( \text{Decl}_1 \) and \( S \) a statement in \( \text{Stat}_1 \).

The language \( \mathcal{L}_1 \) is a proper class since the index \( I \) in the \( \bigvee \) and \( \bigwedge \) constructs can be any set. One way of circumventing the use of proper classes is to impose
a limit (which can be an arbitrary cardinal) on the size of the index sets \( I \) that
are used in the \( \lor \) and \( \land \) constructs. We can then form an inductive hierarchy of
syntactic terms indexed by the ordinals. By fixing a regular cardinal \( \kappa \) which
is larger than the cardinalities of the set of states, of the set of procedure
variables, and of the limit imposed on the index sets of \( \lor \) and \( \land \), then it is
straightforward to show that the cardinality of \( \mathcal{L}_1 \) is bounded by \( \kappa \). For more
details on this kind of arguments, see [149].

The language \( \mathcal{L}_0 \) of Definition 3.1.1 can be mapped into \( \mathcal{L}_1 \) via the translation
function \( (\cdot)^\dagger : \text{Stat}_0 \to \text{Stat}_1 \) defined inductively by

\[
(\lambda s \in \text{St}. s|\mathcal{E}_v(e)(s)/v|)^\dagger = \langle \lambda s \in \text{St}. s\rangle,
\]

\[
(b \rightarrow)^\dagger = B_v(b)\rightarrow,
\]

\[
(x)^\dagger = x,
\]

\[
(S_1; S_2)^\dagger = (S_1)^\dagger ; (S_2)^\dagger,
\]

\[
(S_1 \square S_2)^\dagger = (S_1)^\dagger \land (S_2)^\dagger.
\]

where \( v \in I\text{Var} \), \( e \in \text{Exp} \), \( b \in B\text{Exp} \), and \( x \in P\text{Var} \). The mapping \( (\cdot)^\dagger \) can be
extended to programs in \( \mathcal{L}_0 \) by

\[
((d, S))^\dagger = (d^\dagger, (S)^\dagger), \text{ where, for all } x \in P\text{Var}, d^\dagger(x) = (d(x))^\dagger.
\]

Notice that \( d^\dagger(x) \in \text{Stat}_1 \) for every \( x \in P\text{Var} \) and \( d \in \text{Decl}_0 \).

The semantics of \( \mathcal{L}_1 \) can be given by associating to every command in \( \mathcal{L}_1 \) a
predicate transformer in \( PT_M(\text{St}, \text{St}) \).

**Definition 4.2.2** Let \( (\xi) \in \text{PTE} \text{nv} \) be the set of function which assigns to
every procedure variable in \( P\text{Var} \) a predicate trasformer in \( PT_M(\text{St}, \text{St}) \).

(i) The map \( Pt : \text{Stat}_1 \to (\text{PTE} \text{nv} \to PT_M(\text{St}, \text{St})) \) is given inductively by

\[
Pt(V \rightarrow)(\xi) = V \rightarrow,
\]

\[
Pt(\{V\})(\xi) = \{V\},
\]

\[
Pt(<f>)(\xi) = <f>,
\]

\[
Pt(x)(\xi) = \xi(x)
\]

\[
Pt(V \lor S_i)(\xi) = \lor\{Pt(S_i)(\xi) \mid i \in I\},
\]
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\[ Pt(\bigwedge_i S_i)(\xi) = \bigwedge \{Pt(S_i)(\xi) \mid i \in I\}, \]
\[ Pt(S_1 ; S_2)(\xi) = Pt(S_1)(\xi) \circ Pt(S_2)(\xi). \]

(ii) For every declaration \( d : \text{Decl}_1 \) define \( \Xi_d : \text{PTenv} \to \text{PTenv} \) by

\[ \Xi_d(\xi)(x) = Pt(d(x))(\xi). \]

(iii) The semantics \( WP_1[\cdot] : \mathcal{L}_1 \to \text{PT}_M(\text{St}, \text{St}) \) is given by

\[ WP_1[\langle d, S \rangle] = Pt(S)(\xi_d), \]

where \( \xi_d \) is the least fixed point of \( \Xi_d \).

Monotonicity of \( \Xi_d \) can be checked as follows. It is based on the monotonicity of the corresponding predicate transformer constructors. Since \( \text{PT}_M(\text{St}, \text{St}) \) is a complete lattice, \( \text{PTenv} \) is a complete lattice too. Therefore the function \( \Xi_d \) has a least fixed point by Proposition 2.2.1 (and also by Proposition 2.2.3), say \( \xi_d \). Note that this means that \( \xi_d \) is the least environment such that \( \xi_d(x) = Pt(d(x))(\xi_d) \).

The semantics \( WP_1[\cdot] \) is a fixed point semantics in the sense that the meaning of a procedure variable is equal to the meaning of its declaration:

\[ WP_1[\langle d, x \rangle] = Pt(x)(\xi_d) \quad \text{[by definition of } Pt[\cdot]] \]
\[ = \xi_d(x) \quad \text{[by definition of } Pt(\cdot)] \]
\[ = \Xi_d(\xi_d)(x) \quad \text{[} \xi_d \text{ is a fixed point of } \Xi_d \text{]} \]
\[ = Pt(d(x))(\xi_d) \quad \text{[by definition of } \Xi_d \text{]} \]
\[ = WP_1[\langle d, d(x) \rangle]. \quad \text{[by definition of } WP_1[\cdot]] \]

Furthermore, \( WP_1[\cdot] \) is the least among all 'reasonable' fixed point semantics of \( \mathcal{L}_1 \). This is shown in the next lemma.

**Lemma 4.2.3** Let \( F : \mathcal{L}_1 \to \text{PT}_M(\text{St}, \text{St}) \) be a function such that

\[ F(\langle d, V \to \rangle) = V \to, \]
\[ F(\langle d, \{V\} \rangle) = \{V\}, \]
\[ F(\langle d, \langle f \rangle \rangle) = \langle f \rangle, \]
\[ F(\langle d, x \rangle) = F(\langle d, d(x) \rangle) \]
\[ F(\langle d, \lor I S_i \rangle) = \bigvee \{ F(\langle d, S_i \rangle) \mid i \in I \}, \]
\[ F(\langle d, \land I S_i \rangle)(P) = \bigwedge \{ F(\langle d, S_i \rangle) \mid i \in I \}, \]
\[ F(\langle d, S_1 ; S_2 \rangle) = F(\langle d, S_1 \rangle) \circ F(\langle d, S_2 \rangle). \]

Then \( WP_1[\langle d, S \rangle] \leq F(\langle d, S \rangle) \) for all \( \langle d, S \rangle \in \mathcal{L}_1 \).

**Proof.** For an arbitrary but fixed declaration \( d \in \text{Decl} \) define the environment \( \xi \in \text{PTEnv} \) by \( \xi(x) = F(\langle d, d(x) \rangle) \). By induction on the structure of \( S \) it is easy to see that

\[ F(\langle d, S \rangle) = Pt(S)(\xi). \tag{4.2} \]

For example, if \( S \equiv x \) then

\[ F(\langle d, x \rangle) = F(\langle d, d(x) \rangle) = \xi(x) = Pt(x)(\xi). \]

Next we prove that the environment \( \xi \) is a fixed point of \( \Xi_d \): for every \( x \in \text{PVar} \),

\[ \Xi_d(\xi)(x) = Pt(d(x))(\xi) \]
\[ = F(d(x)) \quad \text{[Equation (4.2)]} \]
\[ = \xi(x). \quad \text{[Definition of} \xi] \]

Using again induction on the structure of the statement \( S \) we can finally prove that \( WP_1[\langle d, S \rangle] \leq F(\langle d, S \rangle) \) for every \( \langle d, S \rangle \in \mathcal{L}_1 \). We treat here only the case of procedure variables.

Since \( \xi_d \) is the least fixed point of \( \Xi_d \) we have \( \xi_d(x) \leq \xi(x) \) for every \( x \in \text{PVar} \). Therefore

\[ WP_1[\langle d, x \rangle] = Pt(x)(\xi_d) \quad \text{[Definition of} WP_1[\cdot]] \]
\[ = \xi_d(x) \quad \text{[Definition of} Pt(\cdot)] \]
\[ \leq \xi(x) \quad \text{[} \xi_d \text{ is the least fixed point of} \Xi_d] \]
\[ = F(\langle d, d(x) \rangle) \quad \text{[Definition of} \xi] \]
\[ = F(\langle d, x \rangle). \]

\[ \square \]
A similar argument to the one used in the above proof can be used to prove that the $WP_1[\cdot]$ semantics is a total correctness semantics which extends conservatively the weakest precondition semantics of $\mathcal{L}_0$.

**Theorem 4.2.4** For every $\langle d, S \rangle \in \mathcal{L}_0$, $WP_0[\langle d, S \rangle] = WP_1[(\langle d, S \rangle)^\dagger]$.

**Proof.** By induction on the structure of $S$, it is easy to see that $WP_1[(\langle d, S \rangle)^\dagger]$ is a total correctness predicate transformer in $PT_T(\mathsf{St}, \mathsf{St})$ for all $\langle d, S \rangle \in \mathcal{L}_0$. Moreover $WP_1[(\cdot)^\dagger]$ is a fixed point of the function $\Psi_T$ defined in Lemma 3.3.3. Since $WP_0[\cdot]$ is the least fixed point of $\Psi_T$,

$$WP_0[\langle d, S \rangle] \leq WP_1[(\langle d, S \rangle)^\dagger]$$

for all $\langle d, S \rangle \in \mathcal{L}_0$.

Conversely, first note by induction on the structure of $S$ that, for all $\langle d, S \rangle \in \mathcal{L}_0$, $WP_0[\langle d, S \rangle] = \mathsf{Pt}((\langle S \rangle)^\dagger)(\xi)$, where $\xi(x) = WP_0[\langle d, d(x) \rangle]$. It follows that $\xi$ is a fixed point of $\Xi_d$ and hence

$$WP_1[(\langle d, S \rangle)^\dagger] = \mathsf{Pt}((\langle S \rangle)^\dagger)(\xi_d) \leq \mathsf{Pt}((\langle S \rangle)^\dagger)(\xi) = WP_0[\langle d, S \rangle],$$

for all $\langle d, S \rangle \in \mathcal{L}_0$. □

It is natural to define a refinement relation on commands of $\mathcal{L}_1$ by putting, for $\langle d, S_1 \rangle, \langle d, S_2 \rangle$ in $\mathcal{L}_1$:

$$\langle d, S_1 \rangle \trianglelefteq \langle d, S_2 \rangle \text{ if and only if } WP_1[\langle d, S_1 \rangle] \leq WP_1[\langle d, S_2 \rangle].$$

In this case we say that $\langle d, S_1 \rangle$ is refined by $\langle d, S_2 \rangle$, since every total correctness property satisfied by $\langle d, S_1 \rangle$ is satisfied also by $\langle d, S_2 \rangle$. Hence the $WP_1[\cdot]$ semantics identifies specification commands on the basis of the satisfied total correctness properties.

### 4.3 A state transformer semantics for $\mathcal{L}_1$

We now look for a forward denotational semantics for the specification language $\mathcal{L}_1$. We want a semantic domain of state transformers which is isomorphic to the domain of monotonic predicate transformers. Because of the
possibility of arbitrary meets and joins of commands in $L_1$ the simpler domains introduced in the previous chapter (or variations thereof) will not work. We take as domain the free completely distributive lattice over $X$.

**Definition 4.3.1** Let $X$ be a set. Define the free completely distributive lattice over $X$, denoted by $CDL(X)$, to be the collection of all lower closed subsets of the complete lattice $L = (\mathcal{P}(X), \supseteq)$. Elements of $CDL(X)$ are ordered by subset inclusion.

Clearly $CDL(X)$ is a partial order with $\emptyset$ as least element (which will be used for denoting a non-terminating computation), and the set of all subsets of $X$ as top element (which will be used for denoting deadlocking computations). Since $CDL(X)$ is closed under arbitrary unions and arbitrary intersections, it is a complete sub-lattice of $\mathcal{P}(\mathcal{P}(X))$. Hence $CDL(X)$ is a completely distributive lattice. In Chapter 9 we will discuss some lattice theoretical properties of $CDL(X)$, proving, for example, in Theorem 9.1.3 that $CDL(X)$ is indeed the free completely distributive lattice over $X$.

Using the above definition we can define the semantic domain $ST(X, Y)$.

**Definition 4.3.2** The domain of state transformers for specification from a set $X$ to $Y$ is the set $X \rightarrow CDL(Y)$ ordered by the pointwise extension of the order of $CDL(Y)$. It is denoted by $ST(X, Y)$ with $\sigma, \tau$ as typical elements.

Before proving that the above domain of state transformers is equivalent the domain of the predicate transformers, we give some motivation for the definition. A function $\sigma$ in $ST(X, Y)$ denotes the specification of a class of commands. It assigns to every input state $x \in X$ the collection $\sigma(x)$ of all predicates on the output space $Y$ which must be satisfied by every computation started in $x$ of every command specified by $\sigma$. This implies that every computation started in $x$ of every command specified by $\sigma$ must terminate (hence no special symbol $\perp$ to record non-termination is required). The set $\sigma(x)$ is maximal in the sense that it is upper closed because if every computation of a command specified by $\sigma$ at input $x$ terminates and satisfies a predicate $P \in \sigma(x)$, then it satisfies also predicates $Q$ with $Q \supseteq P$.

If there is a computation starting in $x$ that fails to terminate then $\sigma(x) = \emptyset$. If every computation of a command started at $x$ deadlocks, then no output in $Y$ is obtained and hence every predicate in $Y$ is satisfied. Hence the set $\sigma(x) = \{P \mid P \subseteq Y\}$ specifies commands which starting from input $x$ always deadlock.
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The relationship between state transformers and predicate transformers is the content of the following theorem.

**Theorem 4.3.3** Let \( X \) and \( Y \) be two sets. There is an order-isomorphism between

\[
X \to \mathcal{P}(\mathcal{P}(Y)) \text{ and } \mathcal{P}(Y) \to \mathcal{P}(X).
\]

The isomorphism is given by the functions

\[
\hat{\omega}(\sigma)(P) = \{ x \in X \mid P \in \sigma(x) \} \text{ and } \hat{\omega}^{-1}(\pi)(x) = \{ P \subseteq Y \mid x \in \pi(P) \},
\]

for \( \sigma : X \to \mathcal{P}(\mathcal{P}(Y)), \pi : \mathcal{P}(Y) \to \mathcal{P}(X), x \in X, \) and \( P \subseteq Y \). Furthermore, it restricts and co-restricts to an order-isomorphism between \( ST(X, Y) \) and \( PT_M(Y, X) \).

**Proof.** The function \( \hat{\omega}^{-1} \) is a right inverse of \( \hat{\omega} \) because, for \( x \in X \),

\[
\hat{\omega}^{-1}(\hat{\omega}(\sigma))(x) = \{ P \mid x \in \hat{\omega}(\sigma)(P) \} = \{ P \mid P \in \sigma(x) \} = \sigma(x).
\]

Similarly, \( \hat{\omega}^{-1} \) is a left inverse of \( \hat{\omega} \) because, for \( P \subseteq Y \)

\[
\hat{\omega}(\hat{\omega}^{-1}(\pi))(P) = \{ x \mid P \in \hat{\omega}^{-1}(\pi)(x) \} = \{ x \mid x \in \pi(P) \} = \pi(P).
\]

Next we show that the isomorphism is order preserving. Assume \( \sigma_1(x) \subseteq \sigma_2(x) \) for every \( x \in X \). Then \( P \in \sigma_1(x) \) implies \( P \in \sigma_2(x) \) for all \( P \subseteq Y \) and therefore \( \hat{\omega}(\sigma_1)(P) \subseteq \hat{\omega}(\sigma_2)(P) \).

Conversely, if \( \pi_1(P) \subseteq \pi_2(P) \) for all \( P \subseteq Y \) then \( x \in \pi_1(P) \) implies \( x \in \pi_2(P) \) and therefore \( \hat{\omega}^{-1}(\pi_1)(x) \subseteq \hat{\omega}^{-1}(\pi_2)(x) \) for all \( x \in X \).

Finally we show that the isomorphism restricts and co-restricts to an order-isomorphism between \( ST(X, Y) \) and \( PT_M(Y, X) \). Let \( \sigma \in ST(X, Y) \) and assume \( P \subseteq Q \subseteq Y \). Then

\[
\hat{\omega}(\sigma)(P) = \{ x \mid P \in \sigma(x) \} \subseteq \{ x \mid Q \in \sigma(x) \} = \hat{\omega}(\sigma)(Q).
\]

Hence \( \hat{\omega}(\sigma) \) is monotone. For the converse, let \( \pi \) be a monotonic predicate transformer in \( PT_M(Y, X) \). For every \( x \in X \), if \( P \in \hat{\omega}^{-1}(\pi)(x) \) and \( P \subseteq Q \)
then $x \in \pi(Q)$ because $x \in \pi(P)$ and $\pi$ is monotone. Thus $Q \in \hat{\omega}^{-1}(\pi)(x)$. Therefore $\hat{\omega}^{-1}(\pi) \in PT_M(Y, X)$. □

The predicate $\hat{\omega}(\sigma)(P)$ can be thought of as the weakest precondition associated with the function $\sigma$ and the postcondition $P$. Indeed $x \in \hat{\omega}(\sigma)(P)$ exactly when every computation of a program specified by $\sigma$ for input $x$ terminates in a state satisfying $P$.

Next we give some constructors on $ST(X, Y)$. Since $CDL(X)$ is a completely distributive lattice, also $ST(X, Y)$ is completely distributive: meets and joins are defined pointwise. Indeed, if $\{\sigma_i \mid i \in I\}$ is an arbitrary set of functions in $ST(X, Y)$ then, for $x \in X$,

\[
(\bigwedge \{\sigma_i \mid i \in I\})(x) = \bigcap \{\sigma_i(x) \mid i \in I\},
\]

\[
(\bigvee \{\sigma_i \mid i \in I\})(x) = \bigcup \{\sigma_i(x) \mid i \in I\}.
\]

A function $\sigma_1 \in ST(X, Y)$ can be composed with $\sigma_2 \in ST(Y, Z)$ as follows. For $x \in X$,

\[
(\sigma_1 ; \sigma_2)(x) = \bigcup \bigcap \{\sigma_2(y) \mid y \in P \mid P \in \sigma_1(x)\}.
\] (4.3)

Well-definedness of these three operations can be easily verified. The ‘;’ operation can intuitively be explained as follows.

Assume every computation specified by $\sigma_1$ started at input $x$ terminates and satisfies a predicate $P$ in $\sigma_1(x)$. Next assume that every computation started at $y \in P$ terminates satisfying a predicate $Q_y$ in $\sigma_2(y)$. Then every computation of the combined commands started at $x$ terminates and is guaranteed to satisfy every $Q_y$ for $y \in P$.

**Lemma 4.3.4** Let $\pi_1 \in PT_M(Y, X)$, $\pi_2 \in PT_M(Z, Y)$, and $\{\pi_i \mid i \in I\}$ be a set of monotonic predicate transformers in $PT_M(Y, X)$. Then

(i) $\hat{\omega}^{-1}(\bigwedge \pi_i) = \bigwedge \hat{\omega}^{-1}(\pi_i)$,

(ii) $\hat{\omega}^{-1}(\bigvee \pi_i) = \bigvee \hat{\omega}^{-1}(\pi_i)$,

(iii) $\hat{\omega}^{-1}(\pi_1 \circ \pi_2) = \hat{\omega}^{-1}(\pi_1) ; \hat{\omega}^{-1}(\pi_2)$. 
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**Proof.** We start by proving the first item. For every \( x \in X \) we have:

\[
\hat{\omega}^{-1}(\bigwedge_I \pi_i)(x)
= \{ P \subseteq Y \mid x \in (\bigwedge_I \pi_i)(P) \}
= \{ P \subseteq Y \mid x \in \bigcap_I \pi_i(P) \}
= \bigcap_I \{ P \subseteq Y \mid x \in \pi_i(P) \}
= \bigcap_I \hat{\omega}^{-1}(\pi_i)(x).
\]

The second item can be proved in a similar way. It remains to prove the last item. For \( x \in X \),

\[
\hat{\omega}^{-1}(\pi_1 \circ \pi_2)(x)
= \{ P \subseteq Z \mid x \in (\pi_1 \circ \pi_2)(P) \}
= \{ P \subseteq Z \mid x \in \pi_1(\pi_2(P)) \}
\triangleq \{ P \subseteq Z \mid \exists Q \subseteq Y : x \in \pi_1(Q) \land \forall y \in Q : y \in \pi_2(P) \}
= \{ P \subseteq Z \mid \exists Q \in \hat{\omega}^{-1}(\pi_1)(x) : \forall y \in Q : P \in \hat{\omega}^{-1}(\pi_2)(y) \}
= \bigcup \{ \{ \hat{\omega}^{-1}(\pi_2)(y) \mid y \in Q \} \mid Q \in \hat{\omega}^{-1}(\pi_1)(x) \}
= (\hat{\omega}^{-1}(\pi_1) \circ \hat{\omega}^{-1}(\pi_2))(x),
\]

where \( \triangleq \) trivially holds if we take \( Q = \pi_2(P) \). Conversely, let \( P \subseteq Z \) such that there exists \( Q \subseteq Y \) with \( x \in \pi_1(Q) \) and \( y \in \pi_2(P) \) for all \( y \in Q \). Then \( Q \subseteq \pi_2(P) \). Hence, by monotonicity of \( \pi_1 \), we have \( x \in \pi_1(Q) \subseteq \pi_1(\pi_2(P)) \) implies \( x \in \pi_1(\pi_2(P)) \). It follows that \( P \in \{ V \subseteq Z \mid x \in \pi_1(\pi_2(V)) \} \). \( \square \)

By Theorem 4.3.3 and the above lemma it is immediate that

(i) \( \hat{\omega}(\bigwedge_I \sigma_i) = \bigwedge_I \hat{\omega}(\sigma_i) \),

(ii) \( \hat{\omega}(\bigvee_I \sigma_i) = \bigvee_I \hat{\omega}(\sigma_i) \),

(iii) \( \hat{\omega}(\sigma_1 ; \sigma_2) = \hat{\omega}(\sigma_1) \circ \hat{\omega}(\sigma_2) \).

We can now give a forward denotational semantics for \( \mathcal{L}_1 \). We proceed as for the predicate transformer semantics by using environments to record the meanings of procedure variables.
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Definition 4.3.5  Put \((\zeta \in) \text{STEnv} = \text{PVar} \to \text{ST}(\text{St}, \text{St})\).

(i) The map \(\text{St} : \text{Stat}_1 \to (\text{STEnv} \to \text{ST}(\text{St}, \text{St}))\) is given inductively by

\[
\begin{align*}
\text{St}(V \to)(\zeta)(s) & = \{P \subseteq \text{St} | s \in V \Rightarrow s \in P\}, \\
\text{St}(|V|)(\zeta)(s) & = \{P \subseteq \text{St} | s \in V \cap P\}, \\
\text{St}(|f|)(\zeta)(s) & = \{P \subseteq \text{St} | f(s) \in P\}, \\
\text{St}(\lambda)(\zeta) & = \zeta(x), \\
\text{St}(\forall i S_i)(\zeta) & = \forall \{\text{St}(S_i)(\zeta) | i \in I\}, \\
\text{St}(\land i S_i)(\zeta) & = \land \{\text{St}(S_i)(\zeta) | i \in I\}, \\
\text{St}(S_1 ; S_2)(\zeta) & = \text{St}(S_1)(\zeta) ; \text{St}(S_2)(\zeta).
\end{align*}
\]

(ii) For every declaration \(d : \text{Decl}_1\) define \(H_d : \text{STEnv} \to \text{STEnv}\) by

\[H_d(\zeta)(x) = \text{St}(d(x))(\zeta).\]

(iii) The semantics \(\text{St}[\cdot] : \mathcal{L}_1 \to \text{ST}(\text{St}, \text{St})\) is given by

\[
\text{St}[\langle d, S \rangle] = \text{St}(S)(\zeta_d),
\]

where \(\zeta_d\) is the least fixed point of \(H_d\).

The transformation \(H_d : \text{STEnv} \to \text{STEnv}\) is monotone. Since \(\text{STEnv}\) is a complete lattice, \(H_d\) has a least fixed point. Hence the semantics \(\text{St}[\cdot]\) is well-defined. Below we prove that it is isomorphic to the predicate transformer semantics \(W_{P_1}[\cdot]\).

Theorem 4.3.6  For every \(\langle d, S \rangle \in \mathcal{L}_1\),

\[
\hat{\omega}(\text{St}[\langle d, S \rangle]) = W_{P_1}[\langle d, S \rangle] \text{ and } \hat{\omega}^{-1}(W_{P_1}[\langle d, S \rangle]) = \text{St}[\langle d, S \rangle].
\]

Proof.  By Theorem 4.3.3 \(\lambda x.\hat{\omega}(\zeta(x)) \in \text{PEnv}\) for all \(\zeta \in \text{STEnv}\). Next we prove by structural induction on \(S\), and using Lemma 4.3.4, that

\[
\hat{\omega}(\text{St}(S)(\zeta)) = P_t(S)(\lambda x.\hat{\omega}(\zeta(x)))). \tag{4.4}
\]

We treat only two cases. If \(S \equiv x\) then

\[
\hat{\omega}(\text{St}(x)(\zeta)) = \hat{\omega}(\zeta(x)) = P_t(x)(\lambda x.\hat{\omega}(\zeta(x)))).
\]
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If $S \equiv S_1 ; S_2$ then

$$\hat{\omega}(St(S_1 ; S_2)(\zeta))$$

$$= \hat{\omega}(St(S_1)(\zeta) ; St(S_2)(\zeta)) \quad \text{[Definition of } St(\cdot)(\zeta)]$$

$$= \hat{\omega}(St(S_1)(\zeta)) \circ \hat{\omega}(St(S_1)(\zeta)) \quad \text{[Lemma 4.3.4]}$$

$$= Pt(S_1) (\lambda x \cdot \hat{\omega}(\zeta(x))) \circ Pt(S_2) (\lambda x \cdot \hat{\omega}(\zeta(x))) \quad \text{[induction hypothesis]}$$

$$= Pt(S_1 ; S_2)(\lambda x \cdot \hat{\omega}(\zeta(x))). \quad \text{[Definition of } Pt(\cdot)(\lambda x \cdot \hat{\omega}(\zeta(x)))]$$

Next we characterize the least fixed point of the transformation $\Xi_d$, for a fixed declaration $d : PVar \rightarrow GStat_1$, in terms of the least fixed point of $H_d$ using the isomorphism $\hat{\omega}$. First we see that for every $\zeta \in STEnv$ and declaration $d$,

$$\hat{\omega}(\lambda x.H_d(\zeta)(x))$$

$$= \hat{\omega}(\lambda x.St(d(x))(\zeta)) \quad \text{[Definition } H_d]$$

$$= \lambda x.Pt(d(x))(\lambda x \cdot \hat{\omega}(\zeta(x))) \quad \text{[by 4.4]}$$

$$= \Xi_d(\lambda x \cdot \hat{\omega}(\zeta(x))). \quad \text{[Definition } \Xi_d]$$

Hence, by Proposition 2.2.5 the least fixed point of $\Xi_d$ is $\hat{\omega}(\lambda x \cdot \zeta_d(x))$, where $\zeta_d$ is the least fixed point of $H_d$.

We finally prove that the state transformer semantics and the predicate transformer semantics of $L_1$ are isomorphic. For all $\langle d, S \rangle \in L_1$,

$$\hat{\omega}(St[\langle d, S \rangle])$$

$$= \hat{\omega}(St(S)(\zeta_d)) \quad \text{[Definition of } St[\cdot]]$$

$$= Pt(S)(\lambda x \cdot \hat{\omega}(\zeta_d(x))) \quad \text{[by 4.4]}$$

$$= Wp_1[\langle d, S \rangle]. \quad \text{[Definition } Wp_1[\cdot], \lambda x \cdot \hat{\omega}(\zeta_d(x)) \text{ least fixed point of } \Xi_d]$$

By Theorem 4.3.3 and the above, $\hat{\omega}^{-1}(Wp_1[\langle d, S \rangle]) = St[\langle d, S \rangle]$. □

As an immediate consequence of the above theorem and Lemma 4.2.3 we have the following corollary.
Corollary 4.3.7 The semantic function $\text{St}[:.]$ is the least among all the functions $F : L_1 \to ST(\text{St}, \text{St})$ such that

\[
\begin{align*}
F((d, V \rightarrow))(s) & = \{ P \subseteq \text{St} \mid s \in V \Rightarrow s \in P \}, \\
F((d, \{ V \}))(s) & = \{ P \subseteq \text{St} \mid s \in V \cap P \}, \\
F((d, \langle f \rangle))(s) & = \{ P \subseteq \text{St} \mid f(s) \in P \}, \\
F((d, x))(s) & = F((d, d(x)))(s), \\
F((d, \bigvee_I S_i))(s) & = \bigcup\{ F((d, S_i))(s) \mid i \in I \}, \\
F((d, \bigwedge_I S_i))(s) & = \bigcap\{ F((d, S_i)) \mid i \in I \}, \\
F((d, S_1 ; S_2))(s) & = (F((d, S_1)) ; F((d, S_2)))(s),
\end{align*}
\]

for every $s \in \text{St}$. \hfill \Box

4.4 An operational semantics for $L_1$

In this section we give an operational semantics for $L_1$, and prove it equivalent to the forward semantics. The operational semantics is based on hyper transition systems, which are a generalization of standard transition systems.

Transition systems and hyper transition systems

Before we introduce hyper transition systems, we first discuss transition systems. They are a useful mathematical structure to describe the atomic steps of a computation of a program [161].

Definition 4.4.1 A transition system with deadlock is a tuple $\langle X, \delta, \rightarrow \rangle$ where $X$ is the class of all proper configurations for a program, $\delta \notin X$ denotes a deadlock configuration, and $\rightarrow \subseteq (X \times X) \cup (X \times \{\delta\})$ is a transition relation.

The idea is that configurations represent states of a computation, whereas a transition $x \rightarrow y$ (read ‘$x$ goes to $y$’) indicates a possible atomic step which a computation can do, changing the configuration $x$ into the configuration $y$. If $x \rightarrow \delta$ then the computation in the configuration $x$ deadlock. If there is
no \( y \in \mathcal{X} \cup \{\delta\} \) such that \( x \rightarrow y \) then the computation is undefined in the configuration \( x \).

Let us now be a bit more precise about what we mean by ‘computation’. Let \( T = \langle \mathcal{X}, \delta, \rightarrow \rangle \) be a transition system and \( x \in \mathcal{X} \). Define a finite computation of \( T \) starting at \( x \) to be a finite sequence \((x_n)_{n \leq k}\) in \( \mathcal{X} \cup \{\delta\} \) such that

(i) \( x = x_0 \),
(ii) \( x_n \rightarrow x_{n+1} \) for all \( n < k \), and
(iii) for all \( y \in \mathcal{X} \cup \{\delta\} \) there is no transition \( x_k \rightarrow y \) in \( T \).

If \((x_n)_{n \leq k}\) is a finite computation of \( T \) starting at \( x_0 \) then we say that it terminates in the configuration \( x_k \). Notice that \( x_k \) may also be equal to \( \delta \). Not every computation of a program need to be finite. An infinite computation of \( T \) starting at \( x \) is a countable sequence \((x_n)_{n \in \mathbb{N}}\) in \( \mathcal{X} \) such that

(i) \( x = x_0 \), and
(ii) \( x_n \rightarrow x_{n+1} \) for all \( n \in \mathbb{N} \).

In general, a computation of a transition system \( T \) is a finite or infinite computation of \( T \). In other words, a computation of \( T \) is a transition sequence of \( T \) that cannot be extended.

The next step is to introduce hyper transition systems. Hyper transition systems occur under the name of AND/OR graphs or hyper-graphs in logic programming and artificial intelligence [155].

Definition 4.4.2 A hyper transition system is a pair \( H = \langle \mathcal{X}, \rightarrow \rangle \) where \( \mathcal{X} \) is the class of all possible configurations in which a computation is allowed to work, and \( \rightarrow \subseteq \mathcal{X} \times \mathcal{P}(\mathcal{X}) \) is a transition relation which specifies the atomic steps of a computation.

A hyper transition system specifies a set of computations by specifying their atomic steps. The idea is that a computation specified by a hyper transition system \( H = \langle \mathcal{X}, \rightarrow \rangle \) can change a configuration \( x \) into a configuration \( y \) if the configuration \( y \) satisfies all and at least one predicates \( W \subseteq \mathcal{X} \) such that \( x \rightarrow W \) (read ‘\( x \) goes into \( W \)’). More formally, the set of all computations specified by a hyper transition system \( H \) can be modeled by the following transition system \( TS(H) \).

Definition 4.4.3 For a hyper transition system \( H = \langle \mathcal{X}, \rightarrow \rangle \) define the induced transition system \( TS(H) = \langle \mathcal{X}, \delta, \rightarrow \rangle \) by
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\[
x \rightarrow \delta \iff \bigcap \{ W \mid x \rightarrow W \} = \emptyset,
\]
\[
x \rightarrow y \iff (\exists W : x \rightarrow W) \land y \in \bigcap \{ W \mid x \rightarrow W \},
\]
for all \( x, y \in X \).

A computation of \( TS(H) \) (or, equivalently, a computation that satisfies the specification of the hyper transition system \( H \)) in a configuration \( x \) has four possibilities with respect to a set \( F \subseteq X \) of final configurations:

(i) it terminates in a deadlock configuration because there is no configuration \( y \in X \) satisfying all predicates \( W \subseteq X \) such that \( x \rightarrow W \);

(ii) it terminates because \( x \in F \) and there is no predicate \( W \subseteq X \) such that \( x \rightarrow W \);

(iii) it is undefined because \( x \not\in F \) and there is no predicate \( W \subseteq X \) such that \( x \rightarrow W \);

(iv) it goes to a configuration \( y \) satisfying all predicates \( W \subseteq X \) such that \( x \rightarrow W \).

Observe that, by definition, exactly one of the above four possibilities is possible. Indeed, for every \( x \in X \), if \( x \rightarrow W \) then either \( x \rightarrow \delta \) or there exists \( y \in W \) such that \( x \rightarrow y \). Conversely, there exists \( W \subseteq X \) such that \( x \rightarrow W \) only if either \( x \rightarrow \delta \) or \( x \rightarrow y \) (and in this case \( y \in W \)). It follows that a computation specified by a hyper transition system \( H \) is undefined in a configuration \( x \) if and only if there is no \( W \subseteq X \) such that \( x \rightarrow W \).

As an example of a hyper transition system consider \( H = \langle \mathbb{N}, \rightarrow \rangle \), where \( \mathbb{N} \) is the set of natural numbers and \( \rightarrow \) is defined, for all \( n > 0 \), by

\[
n \rightarrow W \iff \forall m > 0: m < n \Rightarrow m \in W.
\]

The configuration ‘0’ is the only configuration in \( H \) such that there is no \( W \subseteq X \) with \( x \rightarrow W \). Two of the many computations specified by \( H \) are

\[
10 \rightarrow 9 \rightarrow 4 \rightarrow 2 \rightarrow 1 \rightarrow 0 \quad \text{and} \quad 10 \rightarrow 7 \rightarrow 1 \rightarrow 0.
\]

It is not hard to see that every computation specified by \( H \) is finite and terminates in the configuration ‘0’.

Under the above interpretation of hyper transition systems it is natural to require that the transition relation \( \rightarrow \) is upper closed on the right hand side, that is,
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\[ x \rightarrow V \land V \subseteq W \text{ implies } x \rightarrow W. \] (4.5)

Essentially, the above closure property is due to the fact that \( V \subseteq W \) if and only if \( V = V \cap W \). No extra information is added by upper closing to the right the transition relation of a hyper transition system.

Observe that hyper transition systems specify computations at the level of the properties that an atomic step has to satisfy, whereas transition systems specify computations at the level of the configurations that an atomic step may reach. Because of this difference a hyper transition system \( H = \langle X, \rightarrow \rangle \) can model two different kinds of non-determinism: one at the level of the computations specified and one at the level of the specification. The non-determinism of the computations specified by \( H \) in a configuration \( x \) depends on all the sets \( W \subseteq X \) such that \( x \rightarrow W \); the bigger these sets, the more computations are specified. The non-determinism of the specification depends on the number of transitions starting from the same configuration: the more a specification is non-deterministic, the less is the number of computations that it specifies.

Consider the following two examples.

(i) Let \( X = \{0,1,2\} \) be a set of configurations and consider the hyper transition system \( H_1 = \langle X, \rightarrow_1 \rangle \) with \( 0 \rightarrow_1 V \) if both 0 and 1 are in \( V \). Then \( H_1 \) specifies two computations: they are undefined in a configuration different from 0, but in the configuration 0 one computation does not change configuration, whereas the other one changes 0 to 1. In other words, the transition relation of the induced transition system \( TS(H_1) \) is defined by \( 0 \rightarrow 0 \) and \( 0 \rightarrow 1 \).

(ii) Let now \( H_2 = \langle X, \rightarrow_2 \rangle \) be a hyper transition system with \( 0 \rightarrow_2 V \) if either both 0 and 1 are in \( V \) or both 0 and 2 are in \( V \). Then only one of the computations of \( H_1 \) is specified by \( H_2 \), namely the one which does not change the configuration 0. Indeed, the only transition in \( TS(H_2) \) is \( 0 \rightarrow 0 \).

In the next subsection we will see that the non-determinism of the specification is related to angelic non-determinism, and the non-determinism of the computations is related to the demonic non-determinism. Moreover, the possibility of describing two different kinds of non-determinism in a single framework will allow for a compositional specification of a computation in terms of the properties that the atomic steps of the computation have to satisfy.

First we compare hyper transition systems to transition systems. We have already seen that a hyper transition system \( H \) induces a transition system
$TS(H)$ representing all the computations specified by $H$. However, different hyper transition systems can specify the same sets of computations. Let $X = \{0, 1\}$ and consider two hyper transition systems $H_1 = \langle X, \longrightarrow_1 \rangle$ and $H_2 = \langle X, \longrightarrow_2 \rangle$ with

$\begin{align*}
0 \longrightarrow_1 V & \text{ if } 0 \in V \text{ or } 1 \in V; \text{ and} \\
0 \longrightarrow_2 V & \subseteq X.
\end{align*}$

Then $TS(H_1) = TS(H_2) = \langle X, \delta, \longrightarrow \rangle$ with $0 \longrightarrow \delta$.

Conversely, every transition system $T$ induces a canonical hyper transition system $HTS(T)$ which specifies exactly all computations of $T$.

**Definition 4.4.4** For a transition system $T = \langle X, \delta, \longrightarrow \rangle$ define the hyper transition system $HTS(T) = \langle X, \longrightarrow \rangle$ by putting $\begin{align*} x \longrightarrow W \text{ if and only if} \end{align*} x \longrightarrow \delta$ or $(\exists y \in X : x \longrightarrow y) \wedge (\forall y \in X : x \longrightarrow y \Rightarrow y \in W)$ for every $x \in X$ and $W \subseteq X$.

The computations specified by $HTS(T)$ coincide with the computations of $T$. This is a consequence of the following lemma.

**Lemma 4.4.5** Let $T = \langle X, \delta, \longrightarrow \rangle$ be a transition system with deadlock. Then $TS(HTS(T)) = T$.

**Proof.** Let $TS(HTS(T)) = \langle X, \delta, \longrightarrow' \rangle$ and let $x \in X$. If $x \longrightarrow \delta$ then $x \longrightarrow \emptyset$, by Definition 4.4.4. Hence, by Definition 4.4.3 $x \longrightarrow' \delta$.

Conversely, if $x \longrightarrow' \delta$ then

$\bigcap \{ W \subseteq X \mid x \longrightarrow W \} = \emptyset.$

By Definition 4.4.4 this is the case only if $x \longrightarrow \delta$.

Let now $x, y \in X$. If $x \longrightarrow y$ then, by Definition 4.4.4,

$\begin{align*} x \longrightarrow \{ y \in X \mid x \longrightarrow y \}. \end{align*}$

By Definition 4.4.3 it follows that $x \longrightarrow' y$. 
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Conversely, if $x \rightarrow' y$ then, by Definition 4.4.3 there exists $W \subseteq X$ such that $x \rightarrow \epsilon W$ and for all $z \in X$ such that $x \rightarrow' z$, $z \in W$. Hence, by Definition 4.4.4, $x \rightarrow y$. \hfill \Box

Which are the hyper transition systems that are in one-to-one correspondence with transition systems? In order to characterize them, notice that, for every transition system $T = \langle X, \delta, \rightarrow \rangle$ the transition relation $\rightarrow$ of the hyper transition system $HTS(T)$ is upper closed on the right hand side and it satisfies the following property:

$$\exists W \subseteq X: x \rightarrow \epsilon W \Rightarrow x \rightarrow \epsilon \bigcap \{ V \subseteq X \mid x \rightarrow \epsilon V \}$$ (4.6)

for every $x \in X$.

**Lemma 4.4.6** Let $H = \langle X, \rightarrow' \rangle$ be a hyper transition system satisfying Equation (4.6) and such that the relation $\rightarrow'$ is upper closed on the right hand side. Then $HTS(TS(H)) = H$.

**Proof.** Let $HTS(TS(H)) = \langle X, \rightarrow' \rangle$, $x \in X$ and $W \subseteq X$. By Definition 4.4.4, if $x \rightarrow' W$ then there are two cases: either $x \rightarrow \delta$ or there exists $y \in X$ such that $x \rightarrow y$ and $\{ y \in X \mid x \rightarrow y \} \subseteq W$.

In the first case, by Definition 4.4.3, $\bigcap \{ W \mid x \rightarrow \epsilon W \} = \emptyset$. Hence there exists $W \subseteq X$ such that $x \rightarrow \epsilon W$ and, by Equation (4.6) $x \rightarrow \epsilon \emptyset$. Since the relation $\rightarrow$ is upper closed to the right hand side, $x \rightarrow \epsilon W$.

In the other case, by Definition 4.4.3, there exists $W \subseteq X$ such that $x \rightarrow \epsilon W$ and

$$\bigcap \{ W \subseteq X \mid x \rightarrow \epsilon W \} = \{ y \in X \mid x \rightarrow y \}.$$

By Equation (4.6) and the upper closure on the right hand side of the relation $\rightarrow$ it follows that $x \rightarrow \epsilon W$.

Conversely, assume $x \rightarrow \epsilon W$. Then, by Equation (4.6), $x \rightarrow \epsilon \bigcap \{ W \subseteq X \mid x \rightarrow \epsilon W \}$. Let $W_0$ denote the set on the right hand side. By Definition 4.4.3, if $W_0 = \emptyset$ then $x \rightarrow \delta$, otherwise $x \rightarrow y$ for all $y \in W_0$. In both cases, by Definition 4.4.4, $x \rightarrow' W_0$. Since $W_0 \subseteq W$ and the relation $\rightarrow'$ is upper closed on the right hand side, $x \rightarrow' W$. \hfill \Box
Essentially, what makes a hyper transition system more expressive than an ordinary transition system is the possibility of describing two different kinds of non-determinism in a single framework. However, this does not imply that transition systems are not expressive enough to specify computations. One argument for the introduction of hyper transition systems is that they allow for the specification of a computation in terms of the properties that the atomic steps of the computation have to satisfy.

A hyper transition system for \( \mathcal{L}_1 \)

In this subsection we define a hyper transition system for the language \( \mathcal{L}_1 \). We consider configurations to be either states in \( \text{St} \), representing the final outcomes of the computations, or pairs \( \langle S, s \rangle \) where \( s \in \text{St} \) is a possible initial or intermediate state of a computation and \( S \in \text{Stat}_1 \) is the specification of the remainder of the computation to be executed.

**Definition 4.4.7** Let \( (c \in) \text{Conf}_1 = (\text{Stat}_1 \times \text{St}) \cup \text{St} \) be the class of configurations and define, for every declaration \( d : \text{PVar} \rightarrow \text{Stat}_1 \) the hyper transition system \( \langle \text{Conf}_1, \longrightarrow_d \rangle \) by taking \( \longrightarrow_d \) to be the least relation between configurations in \( \text{Conf}_1 \) and subsets of configurations of \( \text{Conf}_1 \) satisfying the following axioms

\[
\langle V \rightarrow, s \rangle \longrightarrow_d W \quad \text{if } s \in V \text{ implies } s \in W \\
\langle \{ V \}, s \rangle \longrightarrow_d W \quad \text{if } s \in V \cap W \\
\langle \langle f \rangle, s \rangle \longrightarrow_d W \quad \text{if } f(s) \in W \\
\langle x, s \rangle \longrightarrow_d W \quad \text{if } \langle d(x), s \rangle \in W, \text{ for } x \in \text{PVar}
\]

and the following rules

\[
\frac{\langle S_i, s \rangle \longrightarrow_d W}{\langle \bigvee_i S_i, s \rangle \longrightarrow_d W} \quad \text{if } i \in I
\]

\[
\frac{\{ \langle S_i, s \rangle \longrightarrow_d W_i \mid i \in I \}}{\langle \bigwedge_i S_i, s \rangle \longrightarrow_d \bigcup \{ W_i \mid i \in I \}}
\]

\[
\langle S_1, s \rangle \longrightarrow_d W
\]

\[
\langle S_1 ; S_2, s \rangle \longrightarrow_d \{ \langle S_2, t \rangle \mid t \in W \cap \text{St} \} \cup \{ \langle S'_1 ; S_2, t \rangle \mid \langle S'_1, t \rangle \in W \}.
\]
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An explanation is in order here. According to our interpretation of hyper transition systems, the command \( \langle d, V \rightarrow \rangle \) specifies a computation that when started at input \( s \in V \) terminates in one step with the state \( s \) as the only outcome because \( \langle V \rightarrow, s \rangle \rightarrow^{d} \{s\} \). However, if the computation is started at input \( s \not\in V \) then it must deadlock because \( \langle V \rightarrow, s \rangle \rightarrow \emptyset \).

The command \( \langle d, \{V\} \rangle \) is similar except that the computations specified by \( \langle d, \{V\} \rangle \) are undefined at input \( s \not\in V \) because no transition is possible from the configuration \( \{V\}, s \).

The command \( \langle d, \{f\} \rangle \) specifies a computation that at input \( s \) terminates in one step, with as only output the state \( f(s) \) (because \( \langle \{f\}, s \rangle \rightarrow^{d} \{f(s)\} \)).

The command \( \langle d, x \rangle \) specifies a computation that at input \( s \) goes to the configuration \( \langle d(x), s \rangle \) (because \( \langle x, s \rangle \rightarrow^{d} \{\langle d(x), s \rangle\} \)).

The command \( \langle d, \bigvee_{i} S_{i} \rangle \) specifies those computations which are specified by all \( \langle d, S_{i} \rangle \) for \( i \in I \). It increases the non-determinism of the specification and hence restricts the non-determinism of the computations. For example, if \( \langle S_{1}, s \rangle \rightarrow^{d} \{c_{1}, c_{2}\} \) and \( \langle S_{2}, s \rangle \rightarrow^{d} \{c_{1}, c_{3}\} \) then \( \langle S_{1} \vee S_{2}, s \rangle \rightarrow^{d} \{c_{1}, c_{2}\} \) and \( \langle S_{1} \vee S_{2}, s \rangle \rightarrow^{d} \{c_{1}, c_{3}\} \). Hence \( \langle d, S_{1} \vee S_{2} \rangle \) specifies the computation which at input \( s \) reaches the configuration \( c_{1} \). The computations specified by \( \langle d, \bigvee_{i} S_{i} \rangle \) are undefined at input \( s \) only if the computations specified by all \( \langle d, S_{i} \rangle \) for \( i \in I \) are undefined at input \( s \). The computations specified by \( \langle d, \bigvee_{i} S_{i} \rangle \) must deadlock at input \( s \) if there is one \( \langle d, S_{k} \rangle \) for \( k \in I \) which specifies a computation which must deadlock.

The command \( \langle d, \bigwedge_{i} S_{i} \rangle \) increases the non-determinism at the level of the specified computations. It specifies computations which behave as any of the computations specified by \( \langle d, S_{i} \rangle \) for \( i \in I \). For example, if \( \langle S_{1}, s \rangle \rightarrow^{d} \{c_{1}\} \) and \( \langle S_{2}, s \rangle \rightarrow^{d} \{c_{2}\} \) then \( \langle S_{1} \wedge S_{2}, s \rangle \rightarrow^{d} \{c_{1}, c_{2}\} \). Thus \( \langle d, S_{1} \wedge S_{2} \rangle \) specifies, among others, the computation which at input \( s \) may choose to go either in the configuration \( c_{1} \) or in the configuration \( c_{2} \). Dual to the command \( \langle d, \bigvee_{i} S_{i} \rangle \), the computations specified by \( \langle d, \bigwedge_{i} S_{i} \rangle \) are undefined at input \( s \) if there is one \( \langle d, S_{k} \rangle \) for \( k \in I \) which specifies a computation undefined at input \( s \). Also, the computations specified by \( \langle d, \bigwedge_{i} S_{i} \rangle \) must deadlock at input \( s \) only if the computations specified by all \( \langle d, S_{i} \rangle \) for \( i \in I \) must deadlock at input \( s \).

Finally, the command \( \langle d, S_{1} ; S_{2} \rangle \) specifies computations that at input \( s \) may either deadlock, or go to a configuration \( \langle S_{2}, s' \rangle \) if \( S_{1} \) specifies a computation which at input \( s \) terminates in a state \( s' \), or goes to a configuration \( \langle S ; S_{2}, s' \rangle \) if \( S_{1} \) specifies a computation which at input \( s \) may go in a state \( s' \) with \( \langle d, S \rangle \) the command specifying the remainder of the computation to be executed.
In order to prove properties of the hyper transition system \(\langle \text{Conf}_1, \longrightarrow_{\varepsilon_d} \rangle\) we will often use induction on the structure of \(S\). Indeed we can define inductively an assignment of ordinals to statements in \(\text{Stat}_1\) by

\[
\begin{align*}
\text{wgt}_1(V \rightarrow) &= 1, \\
\text{wgt}_1(\{V\}) &= 1, \\
\text{wgt}_1(\langle f \rangle) &= 1, \\
\text{wgt}_1(x) &= 1, \\
\text{wgt}_1(S_1 ; S_2) &= \text{wgt}_1(S_1) + \text{wgt}_1(S_2) + 1, \\
\text{wgt}_1(\forall I S_i) &= \sup\{ \text{wgt}_1(S_i) \mid i \in I \} + 1, \\
\text{wgt}_1(\land I S_i) &= \sup\{ \text{wgt}_1(S_i) \mid i \in I \} + 1.
\end{align*}
\]

Since the index \(I\) in the statements \(\forall I S_i\) and \(\land I S_i\) is a set, the above function is well-defined.

The first property we prove of the hyper transition system \(\langle \text{Conf}_1, \longrightarrow_{\varepsilon_d} \rangle\) is the upper closure on the right hand side of the transition relation \(\longrightarrow_{\varepsilon_d}\).

**Lemma 4.4.8** For all commands \(\langle d, S \rangle\) of \(\mathcal{L}_1\) and states \(s \in \text{St}\),

\[
\langle S, s \rangle \longrightarrow_{\varepsilon_d} W_1 \land W_1 \subseteq W_2 \Rightarrow \langle S, s \rangle \longrightarrow_{\varepsilon_d} W_2.
\]

**Proof.** We prove the lemma by induction on \(\text{wgt}_1(S)\). Since base cases are obvious we concentrate on the other sub-cases.

\([S_1 ; S_2]\) Let \(\langle S_1 ; S_2, s \rangle \longrightarrow_{\varepsilon_d} W_1\) and \(W_2 \supseteq W_1\). Define

\[
\tilde{W}_1 = \{ s' \mid \langle S_2, s' \rangle \in W_1 \} \cup \{ \langle S'_1, s' \rangle \mid \langle S'_1 ; S_2, s' \rangle \in W_1 \}.
\]

Similarly define also \(\tilde{W}_2\). Then \(\langle S_1, s \rangle \longrightarrow_{\varepsilon_d} \tilde{W}_1\) and \(\tilde{W}_1 \subseteq \tilde{W}_2\). Hence, by induction, \(\langle S_1, s \rangle \longrightarrow_{\varepsilon_d} \tilde{W}_2\). The latter implies \(\langle S_1 ; S_2, s \rangle \longrightarrow_{\varepsilon_d} W_2\).

\([\forall I S_i]\) If \(\forall I S_i \longrightarrow_{\varepsilon_d} W_1\) then there is \(k \in I\) such that \(\langle S_k, s \rangle \longrightarrow_{\varepsilon_d} W_1\). By induction, if \(W_2 \supseteq W_1\) then \(\langle S_k, s \rangle \longrightarrow_{\varepsilon_d} W_2\). Therefore \(\forall I S_i \longrightarrow_{\varepsilon_d} W_2\).

\([\land I S_i]\) Assume \(\langle \land I S_i, s \rangle \longrightarrow_{\varepsilon_d} W_1\). By induction all transitions starting from \(\langle S_i, s \rangle\) for \(i \in I\) are upper closed on the right. Hence, by definition,
\[ \langle S_i, s \rangle \rightsquigarrow_{d} W_1 \text{ for all } i \in I. \text{ If we take } W_2 \supseteq W_1 \text{ then, by induction,} \\
\langle S_i, s \rangle \rightsquigarrow_{d} W_2 \text{ for all } i \in I. \text{ Hence } \langle \bigwedge I S_i, s \rangle \rightsquigarrow_{d} W_2. \quad \Box \]

Since the transition relation \( \rightsquigarrow_{d} \) is upper closed on the right hand side we have that \( \langle \bigwedge I S_i, s \rangle \rightsquigarrow_{d} W \) if and only if \( \langle S_i, s \rangle \rightsquigarrow_{d} W \) for all \( i \in I \). Dually, by Definition 4.4.7, \( \langle \bigvee I S_i, s \rangle \rightsquigarrow_{d} W \) if and only if there exists \( k \in I \) such that \( \langle S_k, s \rangle \rightsquigarrow_{d} W \).

Recall that the language \( L_0 \) can be mapped into the language \( L_1 \) via the function \( (\cdot)^\dagger \). For \( d \in \text{Decl}_0 \), the restriction of the hyper transition system \( \langle \text{Conf}_1, \longrightarrow_{d^\dagger} \rangle \) to a hyper transition system \( H \) (with configurations stemming either from state \( s \in \text{St} \) or to pair \( \langle (S)^\dagger, s \rangle \) with \( S \in \text{Stat}_0 \)) induces a transition system \( TS(H) \) which is equivalent to \( H \). This is a consequence of Lemma 4.4.8 and of the result below.

**Lemma 4.4.9** For every \( \langle d, S \rangle \in L_0 \) and \( s \in \text{St} \) if there exists \( W \subseteq \text{Conf}_1 \) such that \( \langle (S)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \) then \( \langle (S)^\dagger, s \rangle \longrightarrow_{d^\dagger} \bigcap \{ W \mid \langle (S)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \).

**Proof.** By induction on the structure of \( S \in \text{Stat}_0 \). We consider only one sub-case. Assume \( \langle (S_1 \sqcup S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \). Since \( (S_1 \sqcup S_2)^\dagger = (S_1)^\dagger \land (S_2)^\dagger \), by definition of \( \longrightarrow_{d^\dagger} \),

\[ \langle (S_1)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \text{ and } \langle (S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W. \]

Hence, by induction hypothesis,

\[ \langle (S_1)^\dagger, s \rangle \longrightarrow_{d^\dagger} \bigcap \{ W \mid \langle (S_1 \sqcup S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \text{ and} \]
\[ \langle (S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} \bigcap \{ W \mid \langle (S_1 \sqcup S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \}. \]

We can conclude that \( \langle (S_1 \sqcup S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} \bigcap \{ W \mid \langle (S_1 \sqcup S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \) because

\[ \bigcap \{ W \mid \langle (S_1 \sqcup S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \]
\[ = \bigcap \{ W \mid \langle (S_1)^\dagger \land (S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \]
\[ = \bigcap \{ W \mid \langle (S_1)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \land \langle (S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \]
\[ = \bigcap \{ W \mid \langle (S_1)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \} \cap \bigcap \{ W \mid \langle (S_2)^\dagger, s \rangle \longrightarrow_{d^\dagger} W \}. \quad \Box \]
Operational semantics

Next we want to use the hyper transition system \((\text{Conf}_1, \rightarrow_d)\) to define an operational semantics \(\text{Op}\[\cdot\]\) for the language \(\mathcal{L}_1\). Since we are interested only in the input-output behaviour of the language \(\mathcal{L}_1\) we need to abstract from the intermediate configurations recorded by the transition relation of the hyper transition system. Therefore we need to take a kind of transitive closure of the transition relation.

**Definition 4.4.10** Let \(\langle X, \rightarrow \rangle\) be a hyper transition system. For every ordinal \(\lambda \geq 0\) define the relation \(\xrightarrow{\lambda} \) on \(X \times \mathcal{P}(X)\) inductively by

\[
\begin{align*}
x \xrightarrow{0} W & \equiv x \in W, \\
x \xrightarrow{\lambda+1} W & \equiv \exists V \subseteq X : x \rightarrow V \land \forall y \in V \exists \alpha \leq \lambda : y \xrightarrow{\alpha} W, \\
x \xrightarrow{\lambda} W & \equiv \exists \alpha < \lambda : x \xrightarrow{\alpha} W \quad \text{where } \lambda \text{ is a limit ordinal}
\end{align*}
\]

for \(x \in X\) and \(W \subseteq X\).

By induction on \(\lambda\) it is easy to see that, for every ordinal \(\lambda \geq 0\), the relation \(\xrightarrow{\lambda}\) is upper closed on the right hand side if the relation \(\rightarrow\) is upper closed on the right hand side.

The ordinal used to label the transition relation \(x \xrightarrow{\lambda} W\) is not equal to the number of atomic steps which a computation specified by a hyper transition system starting in a configuration \(x\) need to execute in order to satisfy the predicate \(W\). Rather, the label takes in account both the length of the computation specified which starts in a configuration \(x\) and the non-determinism of the computations. Since we allow for unbounded demonic nondeterminism, this label need not be a finite ordinal.

The relation \(x \xrightarrow{\lambda} W\) for an infinite ordinal can be defined in terms of the successor ordinal below \(\lambda\). This technical property will be useful in most of the proofs by induction below.

**Lemma 4.4.11** Let \(\langle X, \rightarrow \rangle\) be a hyper transition system. For every limit ordinal \(\lambda\), \(x \xrightarrow{\lambda} W\) if and only if either \(x \xrightarrow{0} W\) or there exists an ordinal \(\alpha < \lambda\) such that \(x \xrightarrow{\alpha+1} W\).
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Proof. Let $\lambda$ be a limit ordinal. If $x \xrightarrow{0} W$ then $x \xrightarrow{\lambda} W$ because $0 < \lambda$. Also, if there exists a $\alpha < \lambda$ such that $x \xrightarrow{\alpha+1} W$ then $\alpha+1 < \lambda$. Hence $x \xrightarrow{\lambda} W$.

The converse follows immediately by showing, by induction on $\lambda$, that if $x \xrightarrow{\lambda} W$ and $\lambda$ is a limit ordinal then either $x \xrightarrow{0} W$ or there exists a $\alpha < \lambda$ such that $x \xrightarrow{\alpha+1} W$. $\square$

We can now define a semantics $Op[\cdot]$ for the language $L_1$ in terms of the hyper transition system $(Conf_1, \xrightarrow{d})$.

Definition 4.4.12 (i) Put $Sem_1 = Decl_1 \times Conf_1 \to P(P(St))$ and define $Op \in Sem_1$, for $d \in Decl_1$ and $c \in Conf_1$, by

$$Op(d, c) = \{ P \subseteq St \mid \exists \lambda: c \xrightarrow{\lambda}_d P \}.$$ (ii) The operational semantics $Op[\cdot]: L_1 \to (St \to P(P(St)))$ is given by

$$Op[\langle d, S \rangle](s) = Op(d, \langle S, s \rangle).$$

The idea behind the above operational semantics is that of total correctness (considering programs which deadlock as terminating and satisfying every postcondition): if a predicate $P$ on the output space of a program is in $Op[\langle d, S \rangle](s)$ then every computation started at input $s$ and specified by the command $\langle d, S \rangle$ of $L_1$ terminates either in a state $t \in P$ or in the deadlock configuration $\delta$.

Theorem 4.4.13 Let $T = \langle Conf_1, \delta, \xrightarrow{d} \rangle$ be the transition system induced by the hyper transition system associated to $L_1$ according to Definition 4.4.3. For all $\langle d, S \rangle \in L_1$, $P \subseteq St$ and $s \in St$ if $P \in Op[\langle d, S \rangle](s)$ then every computation of $T$ starting at $\langle S, s \rangle$ is finite and terminates either in the configuration $\delta$ or in a state $t \in P$.

Proof. It is enough to show by induction on the ordinal $\lambda$ that if $\langle S, s \rangle \xrightarrow{\lambda}_d P$ then every computation of $T$ starting at $\langle S, s \rangle$ is finite and terminates either in $\delta$ or in a state $t \in P$.

For $\lambda = 0$ the above statement is obviously true because there is no $P \subseteq St$ such that $\langle S, s \rangle \xrightarrow{0}_d P$. 
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Assume the above statement holds for all ordinals \( \alpha \leq \lambda \), and let \( P \subseteq \text{St} \) such that \( \langle S, s \rangle \xrightarrow{\lambda+1} \epsilon_d P \). Let also \((x_n)_n\) be a computation of \( T \) with \( x_0 = \langle S, s \rangle \).

By definition of \( \xrightarrow{\lambda+1} \epsilon_d \) there exists \( W \subseteq \text{Conf}_1 \) such that

\[
\langle S, s \rangle \xrightarrow{\epsilon_d} W \land \forall c \in W \exists \alpha \leq \lambda: c \xrightarrow{\epsilon_d} \alpha P.
\]

(4.7)

By definition 4.4.3, \( \langle S, s \rangle \xrightarrow{\epsilon_d} W \) implies that the sequence \((x_n)_n\) contains at least two elements, \( x_0 \) and \( x_1 \) with \( x_0 \xrightarrow{\epsilon_d} x_1 \) in \( T \). Moreover, either \( x_1 = \delta \) or \( x_1 \in W \). Since there is no transition in \( T \) starting from \( \delta \), if \( x_1 = \delta \) then the computation \((x_n)_n\) terminates in \( \delta \). Otherwise, by (4.7), \( x_1 \xrightarrow{\alpha} \epsilon_d P \) for some \( \alpha \leq \lambda \). Hence, by induction hypothesis, every computation of \( T \) starting at \( x_1 \) is finite and terminates either in \( \delta \) or in state \( t \in P \). Since \( x_0 \xrightarrow{\epsilon_d} x_1 \) in \( T \), also the computation \((x_n)_n\) of \( T \) is finite and terminates either in \( \delta \) or in state \( x_k \in P \). \( \square \)

We conjecture that also the converse of the above theorem holds, that is, if every computation specified by the hyper transition system associated with \( \mathcal{L}_1 \) and starting at \( \langle S, s \rangle \) is finite and terminates in either \( \delta \) or \( t \in P \) then \( P \in \text{Op}[\langle d, S \rangle](s) \). A proof of this statement reduces to the proof of the existence of an ordinal \( \lambda \) such that \( \langle S, s \rangle \xrightarrow{\lambda} \epsilon_d P \). This will require a rather detailed analysis of the computations specified by a hyper transition system.

Properties of the operational semantics

Next we give some properties of our operational semantics \( \text{Op}[\cdot] \). At first we want to show that the semantics \( \text{Op}[\langle d, S \rangle](s) \) of a command \( \langle d, S \rangle \) in \( \mathcal{L} \) at input \( s \in \text{St} \) abstracts from the intermediate configurations reached by a transition sequence starting from \( \langle d, S \rangle \) and collects only the final outcomes. We reach this goal by characterizing the function \( \text{Op}(\cdot) \) as the least solution of an operational fixed point equation.

**Theorem 4.4.14** The function \( \text{Op}(\cdot) \) is the least function in \( \text{Sem}_1 \) such that, for \( d \in \text{Decl}_1 \), \( s \in \text{St} \), and \( S \in \text{Stat}_1 \),

\[
\text{Op}(d, s) = \{ P \subseteq \text{St} \mid s \in P \},
\]

\[
\text{Op}(d, \langle S, s \rangle) = \bigcup\{ \{ \text{Op}(d, c') \mid c' \in W \} \mid \langle S, s \rangle \xrightarrow{\epsilon_d} W \}.
\]
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**Proof.** The proof is divided in two parts. We first prove that $Op(\cdot)$ satisfies the above equations, and then we show that $Op(\cdot)$ is the least function which satisfies them.

For $s \in \text{St}$, there is no $W \subseteq \text{Conf}_i$ such that $s \xrightarrow{\varepsilon_d} W$. Hence

$$
Op(d, s) = \{ P \subseteq \text{St} \mid \exists \lambda: s \xrightarrow{\lambda \varepsilon_d} P \} = \{ P \subseteq \text{St} \mid s \xrightarrow{0} \varepsilon_d P \} = \{ P \subseteq \text{St} \mid s \in P \}.
$$

For $\langle S, s \rangle \in \text{Conf}_i$, $P \in Op(d, \langle S, s \rangle)$ if and only if there exists $\lambda \geq 0$ such that $\langle S, s \rangle \xrightarrow{\lambda \varepsilon_d} P$. Since $P \subseteq \text{St}$, $\langle S, s \rangle \not\in P$. Hence $\lambda > 0$. There are two cases to be considered: either $\lambda = \alpha + 1$ for some ordinal $\alpha$ or $\lambda$ is a limit ordinal. In the first case

$$
\langle S, s \rangle \xrightarrow{\alpha + 1} \varepsilon_d P
$$

$\iff \exists W \subseteq \text{Conf}_i: \langle S, s \rangle \xrightarrow{\varepsilon_d} W \& \forall c \in W \exists \beta \leq \alpha: c \xrightarrow{\beta \varepsilon_d} P
$$

$\iff \exists W \subseteq \text{Conf}_i: \langle S, s \rangle \xrightarrow{\varepsilon_d} W \& \forall c \in W: P \in Op(d, c) \quad [\text{Def. } Op(\cdot)]
$$

$\iff P \in \bigcup\{ \bigcap\{ Op(d, c) \mid c \in W \} \mid \langle S, s \rangle \xrightarrow{\varepsilon_d} W \}$.

In the second case $\lambda$ is a limit ordinal. By Lemma 4.4.11 $\langle S, s \rangle \xrightarrow{\lambda \varepsilon_d} P$ if and only if either $\langle S, s \rangle \xrightarrow{0} \varepsilon_d P$ or there exists an ordinal $\alpha < \lambda$ such that $\langle S, s \rangle \xrightarrow{\alpha + 1} \varepsilon_d P$. Since $\langle S, s \rangle \not\in P$, $\langle S, s \rangle \xrightarrow{0} \varepsilon_d P$ does not hold. Hence $\langle S, s \rangle \xrightarrow{\lambda} \varepsilon_d P$ if and only if there exists $\alpha < \lambda$ such that $\langle S, s \rangle \xrightarrow{\alpha + 1} \varepsilon_d P$. We have already seen that the latter is equivalent to

$$
P \in \bigcup\{ \bigcap\{ Op(d, c) \mid c \in W \} \mid \langle S, s \rangle \xrightarrow{\varepsilon_d} W \}.
$$

Therefore $Op(\cdot)$ satisfies the two recursive equations above.

Let now $F \in \text{Sem}_i$ be another function such that, for $d \in \text{Dech}_i$, $s \in \text{St}$, and $S \in \text{Stat}_i$,

$$
F(d, s) = \{ P \subseteq \text{St} \mid s \in P \}
$$

$$
F(d, \langle S, s \rangle) = \bigcup\{ \bigcap\{ F(d, c') \mid c' \in W \} \mid \langle S, s \rangle \xrightarrow{\varepsilon_d} W \}.
$$

We prove, by induction on $\lambda$, that
\[ c \frac{\lambda}{c} P \Rightarrow P \in F(d, c), \] (4.8)

for all \( c \in \text{Conf}_1 \) and \( P \subseteq \text{St} \). It follows that \( \text{Op}(d, c) \subseteq F(d, c) \).

For \( \lambda = 0 \) Equation (4.8) clearly holds. Assume it holds for every ordinal \( \alpha \leq \lambda \). Then

\[
\begin{align*}
\frac{c^{\lambda+1}}{c^d} P &\iff \exists W \subseteq \text{Conf}_1: c \frac{\lambda}{c} W & \forall c' \in W \exists \alpha \leq \lambda: c' \frac{\alpha}{c} P \\
&\Rightarrow \exists W \subseteq \text{Conf}_1: c \frac{\lambda}{c} W & \forall c' \in W: P \in F(d, c') \quad [\text{induction}] \\
&\iff P \in F(d, c).
\end{align*}
\]

In the last equivalence we used the fact that \( c \frac{\lambda}{c} W \) if and only if \( c = \langle S, s \rangle \) for some \( S \in \text{Stat}_3 \) and \( s \in \text{St} \).

Finally, let \( \lambda \) be a limit ordinal and assume that Equation (4.8) holds for all ordinals \( \alpha < \lambda \). Then

\[
\begin{align*}
\frac{c^{\lambda}}{c} P &\iff \exists \alpha < \lambda: c \frac{\alpha}{c} P \\
&\Rightarrow \exists \alpha < \lambda: P \in F(d, c) \quad [\text{induction}] \\
&\iff P \in F(d, c).
\end{align*}
\]

Hence Equation (4.8) holds for all ordinals. \( \square \)

The above theorem shows that the operational semantics \( \text{Op}\llbracket \langle d, S \rangle \rrbracket (s) \) of a command \( \langle d, S \rangle \) in \( \mathcal{L}_1 \) at input \( s \in \text{St} \) abstracts from the intermediate configurations reached by a transition sequence starting from \( \langle d, S \rangle \) and collects only the final outcomes.

**Operational equals denotational semantics**

Next we want to relate the state transformer semantics \( \text{St}\llbracket \cdot \rrbracket \) to the hyper transition system \( \langle \text{Conf}_1, \frac{c}{c} \rangle \). First we need to extend \( \text{St}\llbracket \cdot \rrbracket \) to configurations. Define the function \( \text{St}^c : \text{Decl}_1 \times \text{Conf}_1 \rightarrow \text{CDL}(\text{St}) \), for \( d \in \text{Decl}_1 \) and \( c \in \text{Conf}_1 \), by
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\[
\text{St}^* (d, c) = \begin{cases} 
\{P \subseteq \text{St} \mid s \in P\} \text{ if } c = s \in \text{St} \\
\text{St}[[d, S]](s) \text{ if } c = \langle S, s \rangle \in \text{Stat}_1 \times \text{St}.
\end{cases}
\]

The function \(\text{St}^*\) is a fixed point of an equation defined in terms of the hyper-transition system \(\langle \text{Conf}_1, \longrightarrow_d \rangle\).

**Theorem 4.4.15** For every \(\langle d, S \rangle \in \mathcal{L}_1\) and \(s \in \text{St}\),

\[
\text{St}^* (d, \langle S, s \rangle) = \bigcup \{ \bigcap \{ \text{St}^* (d, c) \mid c \in W\} \mid \langle S, s \rangle \longrightarrow_d W\}.
\]

**Proof.** In order to simplify the notation, let for \(W \subseteq \text{Conf}_1\)

\[
\text{lhs}(W) = \bigcap \{ \text{St}^* (d, c) \mid c \in W\}.
\]

To prove the theorem we need to prove for all \(P \subseteq \text{St}\),

\[
P \in \text{St}[[d, S]](s) \iff \exists W \subseteq \text{Conf}_1 : \langle S, s \rangle \longrightarrow_d W \text{ & } P \in \text{lhs}(W). \quad (4.9)
\]

We proceed by induction on \(\text{wgt}_1(S)\). We treat only two base cases. The cases when \(S \equiv \{V\}\) and \(S \equiv \{f\}\) can be treated in a way similar to the one below.

\[
P \in \text{St}[[d, V \rightarrow \}] (s)
\]

\[
\iff s \in V \Rightarrow s \in P \quad \text{[Definition \text{St}[[\cdot \]]]}
\]

\[
\iff \langle V \rightarrow, s \rangle \longrightarrow_d P \quad \text{[Definition \longrightarrow_d]}
\]

\[
\iff \langle V \rightarrow, s \rangle \longrightarrow_d P \text{ & } P \in \text{lhs}(P),
\]

where \(P \in \text{lhs}(P)\) because, by definition of \(\text{St}^*\), \(\text{lhs}(P) = \{Q \subseteq \text{St} \mid P \subseteq Q\}\).

Let now \(x \in \text{PVar}\). We have

\[
P \in \text{St}[[d, x]](s)
\]

\[
\iff P \in \text{St}[[d, d(x)]](s) \quad \text{[Definition of \text{St}[[\cdot \]]]}
\]

\[
\iff P \in \text{St}^* (d, \langle d(x), s \rangle) \quad \text{[Definition of \text{St}^*]}
\]

\[
\iff \langle x, s \rangle \longrightarrow_d \{\langle d(x), s \rangle\} \text{ & } P \in \text{lhs}(\langle d(x), s \rangle). \quad \text{[Definition \longrightarrow_d]}
\]
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Next we consider commands $\langle d, S \rangle \in \mathcal{L}_1$ with $\text{wgt}_1(S) > 1$. We begin by proving Equation (4.9) for the command $\langle d, \bigvee I S_i \rangle$:

$$
P \in \text{St}[\langle d, \bigvee I S_i \rangle](s)
\iff \exists k \in I: P \in \text{St}[\langle d, S_k \rangle](s) \quad [\text{Definition St}[\cdot]]
\iff \exists k \in I \exists W_k \subseteq \text{Conf}_i: \langle S_k, s \rangle \longrightarrow_d W_k & P \in \text{lhs}(W_k) \quad [\text{induction}]
\iff \exists W \subseteq \text{Conf}_i: \langle \bigvee I S_i, s \rangle \longrightarrow_d W & P \in \text{lhs}(W),
$$

where, by definition of $\longrightarrow_d$, ( $\Rightarrow$ ) holds by taking $W = W_k$ whereas ( $\Leftarrow$ ) holds by taking $W_k = W$.

Then we prove (4.9) for the command $\langle d, \bigwedge I S_i \rangle$:

$$
P \in \text{St}[\langle d, \bigwedge I S_i \rangle](s)
\iff \forall i \in I: P \in \text{St}[\langle d, S_i \rangle](s) \quad [\text{Definition St}[\cdot]]
\iff \forall i \in I \exists W_i \subseteq \text{Conf}_i: \langle S_i, s \rangle \longrightarrow_d W_i & P \in \text{lhs}(W_i) \quad [\text{induction}]
\iff \exists W \subseteq \text{Conf}_i \forall i \in I: \langle S_i, s \rangle \longrightarrow_d W & P \in \text{lhs}(W),
\iff \exists W \subseteq \text{Conf}_i: \langle \bigwedge I S_i, s \rangle \longrightarrow_d W & P \in \text{lhs}(W), \quad [\text{Definition } \longrightarrow_d]
$$

where ( $\Rightarrow$ ) holds by taking $W = \bigcup I W_i$ because $\text{lhs}(\bigcup I W_i) = \bigcap I \text{lhs}(W_i)$ (a proof of this statement is immediate) and, by Lemma 4.4.8, $\langle S_i, s \rangle \longrightarrow_d \bigcup I W_i$ for all $i \in I$. Conversely, ( $\Leftarrow$ ) holds by taking $W_i = W$ for all $i \in I$ because, by definition of $\longrightarrow_d$ and Lemma 4.4.8, if $\langle \bigwedge I S_i, s \rangle \longrightarrow_d W$ then $\langle S_i, s \rangle \longrightarrow_d W$ for all $i \in I$.

It remains to prove Equation (4.9) for the command $\langle d, S_1 ; S_2 \rangle$:

$$
P \in \text{St}[\langle d, S_1 ; S_2 \rangle](s)
\iff \exists P_1 \in \text{St}[\langle d, S_1 \rangle](P) \quad [\text{Theorem 4.3.6}]
\iff \exists P_1 \in \text{St}[\langle d, S_1 \rangle](\text{Wp}_1[\langle d, S_2 \rangle](P)) \quad [\text{Definition 4.2.2}]
\iff \text{Wp}_1[\langle d, S_2 \rangle](P) \in \text{St}[\langle d, S_1 \rangle](s) \quad [\text{Theorem 4.3.6}]
\iff \exists W \subseteq \text{Conf}_i: \langle S_1, s \rangle \longrightarrow_d W & \text{Wp}_1[\langle d, S_2 \rangle](P) \in \text{lhs}(W) \quad [\text{induction}]
\iff \exists \tilde{W} \subseteq \text{Conf}_i: \langle S_1 ; S_2, s \rangle \longrightarrow_d \tilde{W} & P \in \text{lhs}(\tilde{W}),
$$

where ( $\Rightarrow$ ) holds by taking

$$
\tilde{W} = \{ \langle S_2, t \rangle \mid t \in W \cap \text{St} \} \cup \{ \langle S'_1 ; S_2, t \rangle \mid \langle S'_1, t \rangle \in W \}.
$$
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Notice that $\langle S_1, s \rangle \longrightarrow_d W$ implies $\langle S_1 ; S_2, s \rangle \longrightarrow_d \bar{W}$, and

$$Wp_1[\langle d, S_2 \rangle](P) \in \text{lhs}(W)$$

$\iff \forall c \in W : Wp_1[\langle d, S_2 \rangle](P) \in St^*(d, c)$ \quad [Definition \ lhs(W)]

$\iff \forall t \in W \cap St : t \in Wp_1[\langle d, S_2 \rangle](P)$ \&

$(\forall \langle S'_1, t \rangle \in W : Wp_1[\langle d, S_2 \rangle](P) \in St[\langle d, S'_1 \rangle](t))$ \quad [Definition \ St^*]

$\iff \forall t \in W \cap St : t \in Wp_1[\langle d, S_2 \rangle](P)$ \&

$(\forall \langle S'_1, t \rangle \in W : t \in Wp_1[\langle d, S'_1 \rangle](Wp_1[\langle d, S_2 \rangle](P)))$ \quad [Th. 4.3.6]

$\iff \forall t \in W \cap St : t \in Wp_1[\langle d, S_2 \rangle](P)$ \&

$(\forall \langle S'_1, t \rangle \in W : t \in Wp_1[\langle d, S'_1 ; S_2 \rangle](P))$ \quad [Definition 4.2.2]

$\iff \forall t \in W \cap St : t \in Wp_1[\langle d, S_2 \rangle](P)$ \&

$(\forall \langle S'_1, t \rangle \in W : P \in St[\langle d, S'_1 ; S_2 \rangle](t))$ \quad [Theorem 4.3.6]

$\iff \forall c \in \bar{W} : P \in St^*(d, c)$ \quad [Definition \ \bar{W} \ and \ St^*]

$\iff P \in \text{lhs}(\bar{W})$. \quad [Definition \ \text{lhs}(W)]$

Conversely ($\frac{3}{2}$) holds by taking

$$W = \{t \mid \langle S_2, t \rangle \in \bar{W} \} \cup \{\langle S'_1, t \rangle \mid \langle S'_1 ; S_2, t \rangle \in \bar{W} \}.$$  

As above, if $\langle S_1 ; S_2, s \rangle \longrightarrow_d \bar{W}$ then $\langle S_1, s \rangle \longrightarrow_d W$, and $P \in \text{lhs}(\bar{W})$ implies $Wp_1[\langle d, S_2 \rangle](P) \in \text{lhs}(W)$. \quad \Box

As a consequence of the above theorem together with Theorem 4.4.14 we have that $Op[\langle d, S \rangle](s) \subseteq St[\langle d, S \rangle](s)$ for all commands $\langle d, S \rangle$ in $L_1$ and inputs $s \in St$. In order to prove the converse we need to show that the function $Op[-]$ satisfies the equations characterizing the forward semantics $St[\langle d, S \rangle](s)$ given in Corollary 4.3.7. First we show that every function satisfying the fixed point characterization of the operational semantics $Op[-]$ satisfies also many of the equations characterizing the state transformer semantics $St[-]$.

**Lemma 4.4.16** Let $F : \text{Decl}_1 \times \text{Conf}_1 \rightarrow \mathcal{P}(\mathcal{P}(\text{St}))$ be a function such that, for $d \in \text{Decl}_1$, $s \in \text{St}$, and $S \in \text{Stat}_1$,

$$F(d, s) = \{P \subseteq \text{St} \mid s \in P\} \quad (4.10)$$

$$F(d, \langle S, s \rangle) = \bigcup\{\bigcap\{F(d, c') \mid c' \in W\} \mid \langle S, s \rangle \longrightarrow_d W\}. \quad (4.11)$$

Then, for every $d \in \text{Decl}_1$ and $s \in \text{St}$,

(i) $F(d, \langle V \rightarrow, s \rangle) = \{P \subseteq \text{St} \mid s \in V \Rightarrow s \in P\}$.
(ii) \( F(d, \{V, s\}) = \{p \subseteq \text{St} \mid s \in V \cap p\} \),

(iii) \( F(d, \{f\}) = \{p \subseteq \text{St} \mid f(s) \in p\} \),

(iv) \( F(d, \{x, s\}) = F(d, \{d(x), s\}) \),

(v) \( F(d, \{\forall_i S_i, s\}) = \bigcup \{F(d, \{S_i, s\}) \mid i \in I\} \),

(vi) \( F(d, \{\exists_i S_i, s\}) = \bigcap \{F(d, \{S_i, s\}) \mid i \in I\} \).

**Proof.** We begin by proving item (i).

\[ P \in F(d, \{V \rightarrow, s\}) \]
\[ \iff \exists W \subseteq \text{Conf}_f : \{V \rightarrow, s\} \xrightarrow{\varepsilon_d} W \land \forall c \in W : P \in F(d, c) \quad \text{[(4.11)]} \]
\[ \iff \exists W \subseteq \text{Conf}_f : (s \in V \Rightarrow s \in W) \land \forall c \in W : P \in F(d, c) \]
\[ \iff s \in V \Rightarrow P \in F(d, s) \]
\[ \iff s \in V \Rightarrow s \in P, \]

where \( (\iff) \) holds by taking \( W = \{s\} \). Items (ii) and (iii) can be treated similarly.

Item (iv) follows immediately from the definition of \( \varepsilon_d \):

\[ P \in F(d, \{x, s\}) \]
\[ \iff \exists W \subseteq \text{Conf}_f : \{x, s\} \xrightarrow{\varepsilon_d} W \land \forall c \in W : P \in F(d, c) \quad \text{[(4.11)]} \]
\[ \iff P \in F(d, \{d(x), s\}), \]

where \( (\iff) \) holds by taking \( W = \{\{d(x), s\}\} \), whereas \( (\Rightarrow) \) holds because \( \{d(x), s\} \in W \) by definition of \( \varepsilon_d \).

Next we prove item (v):

\[ P \in F(d, \{\forall_i S_i, s\}) \]
\[ \iff \exists W \subseteq \text{Conf}_f : \{\forall_i S_i, s\} \xrightarrow{\varepsilon_d} W \land \forall c \in W : P \in F(d, c) \quad \text{[(4.11)]} \]
\[ \iff \exists W \subseteq \text{Conf}_f \exists k \in I : \{S_k, s\} \xrightarrow{\varepsilon_d} W \land \forall c \in W : P \in F(d, c) \]
\[ \iff \exists k \in I : P \in F(d, \{S_k, s\}) \quad \text{[(4.11)]} \]
\[ \iff P \in \bigcup \{F(d, \{S_i, s\} \mid i \in I\}. \]

In order to prove item (vi) we use the fact that \( \{\exists_i S_i, s\} \xrightarrow{\varepsilon_d} W \) if and only if \( \{S_i, s\} \xrightarrow{\varepsilon_d} W \) for all \( i \in I \). This statement is a consequence of Lemma 4.48.
and the definition of $\vdash_{\varepsilon_d}$. We have

\[
P \in F(d, \langle \bigwedge_i S_i, s \rangle)
\]

\[
\iff \exists W \subseteq \text{Conf}_i: \langle \bigwedge_i S_i, s \rangle \vdash_{\varepsilon_d} W \land \forall c \in W: P \in F(d, c) \quad [(4.11)]
\]

\[
\iff \forall i \in I \exists W_i \subseteq \text{Conf}_i: \langle S_i, s \rangle \vdash_{\varepsilon_d} W_i \land \forall c \in W_i: P \in F(d, c)
\]

\[
\iff \forall i \in I: P \in F(d, \langle S_i, s \rangle) \quad [(4.11)]
\]

\[
\iff P \in \bigcap \{F(d, \langle S_i, s \rangle) \mid i \in I\},
\]

where ( $\iff$ ) holds by taking $W = \bigcup W_i$, while ( $\supseteq$ ) holds by taking $W_i = W$ for all $i \in I$. $\square$

Next we prove that the operational semantics of the sequential composition of two statements can be expressed in terms of the components.

**Lemma 4.4.17** For $d \in \text{Decl}_1$, $s \in \text{St}$, and $S_1, S_2 \in \text{Stat}_1$,

\[
\text{Op}[\langle d, S_1 ; S_2 \rangle](s) = \bigcup \{\bigcap \{\text{Op}[\langle d, S_2 \rangle](t) \mid t \in Q\} \mid Q \in \text{Op}[\langle d, S_1 \rangle](s)\}.
\]

**Proof.** The proof consists of two parts. In the first part we show the inclusion from left to right, whereas in the second part we show the converse.

Let $d \in \text{Decl}_1$ be a fixed but arbitrary declaration. To prove the inclusion from left to right it is enough to show, by induction on $\lambda$, that, for all $P \subseteq \text{St}$, $s \in \text{St}$ and $S_1, S_2 \in \text{Stat}_1$, if

\[
\langle S_1 ; S_2, s \rangle \xrightarrow{\lambda} P
\]

then

\[
\exists Q \subseteq \text{St}: \langle S_1, s \rangle \xrightarrow{\lambda} Q \land (\forall t \in Q: P \in \text{Op}[\langle d, S_2 \rangle](t)). \quad (4.12)
\]

For $\lambda = 0$ the above assertion is always true because $\langle S_1 ; S_2, s \rangle \not\in P$.

Assume now $\langle S_1 ; S_2, s \rangle \xrightarrow{\lambda+1} P$. By definition of the transition relation $\xrightarrow{\lambda+1}$, there exists $W \subseteq \text{Conf}_i$ such that

\[
\langle S_1 ; S_2, s \rangle \xrightarrow{\varepsilon_d} W \land \forall c \in W\exists \alpha \leq \lambda: c \xrightarrow{\alpha} P. \quad (4.13)
\]

103
Put $\tilde{W} = \{ t \mid \langle S_2, t \rangle \in W \} \cup \{ \langle S, t \rangle \mid \langle S ; S_2, t \rangle \in W \}$. By (4.13) and the definition of the hyper transition system for $L_1$ we have that $\langle S_1, s \rangle \rightarrow_{d}^{\epsilon} \tilde{W}$. Moreover, by (4.13),

$$\forall t \in \tilde{W} \exists \alpha \leq \lambda : \langle S_2, t \rangle \rightarrow_{d}^{\alpha} P \quad (4.14)$$

and also

$$\forall \langle S, t \rangle \in \tilde{W} \exists \alpha \leq \lambda : \langle S ; S_2, t \rangle \rightarrow_{d}^{\alpha} P. \quad (4.15)$$

By definition of the function $Op[\cdot]$, (4.14) implies

$$\forall t \in \tilde{W} : P \in Op[\langle d, S_2 \rangle](t). \quad (4.16)$$

By induction hypothesis, (4.15) implies that for all $\langle S, t \rangle \in \tilde{W}$ there exists $Q(\langle S, t \rangle) \subseteq St$ and $\alpha \leq \lambda$ such that

$$\langle S, t \rangle \rightarrow_{d}^{\alpha} Q(\langle S, t \rangle) \& \forall t' \in Q(\langle S, t \rangle) : P \in Op[\langle d, S_2 \rangle](t'). \quad (4.17)$$

Take now $\tilde{Q} = \{ Q(\langle S, t \rangle) \mid \langle S, t \rangle \in \tilde{W} \}$. Because $\rightarrow_{d}^{\alpha}$ is upper closed on the right hand side (4.17) implies that for all $\langle S, t \rangle \in \tilde{W}$ there exists $\alpha \leq \lambda$ such that

$$\langle S, t \rangle \rightarrow_{d}^{\alpha} \tilde{Q} \& \forall t' \in \tilde{Q} : P \in Op[\langle d, S_2, t' \rangle]. \quad (4.18)$$

Finally, put $Q = \tilde{Q} \cup \{ t \in St \mid t \in \tilde{W} \}$. Because $\rightarrow_{d}^{\alpha}$ is upper closed on the right hand side, and $t \rightarrow_{d}^{0} Q$ for all $t \in \tilde{W} \cap St$ we have, combining (4.16) and (4.18),

$$\forall c \in \tilde{W} \exists \alpha \leq \lambda : c \rightarrow_{d}^{\alpha} Q \& (\forall t \in Q : P \in Op[\langle S_2, t \rangle](t)).$$

Since $\langle S_1, s \rangle \rightarrow_{d} W$ we obtain, by definition of $\rightarrow_{d}^{\lambda+1}$,

$$\langle S_1, s \rangle \rightarrow_{d}^{\lambda+1} Q \& (\forall t \in Q : P \in Op[\langle d, S_2 \rangle](t)).$$
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Therefore if \( \lambda \) is a successor ordinal and \( \langle S_1 ; S_2, s \rangle \xrightarrow{\lambda} P \) then (4.12) holds. In fact it holds for every ordinal because of Lemma 4.4.11. Hence

\[
Op[[d, S_1 ; S_2]](s) \subseteq (Op[[d, S_1]] ; Op[[d, S_2]])(s),
\]

for all \( s \in St \).

To prove the converse we show that for a fixed declaration \( d \in Decl_1 \) and for all ordinals \( \lambda, P \subseteq St, s \in St \) and \( S_1, S_2 \in Stat_1 \) if

\[
\exists Q \subseteq St: \langle S_1, s \rangle \xrightarrow{\lambda} Q \& (\forall t \in Q: P \in Op[[d, S_2]](t)) \tag{4.19}
\]

then

\[
P \in Op[[d, S_1 ; S_2]](s).
\]

We proceed by induction on \( \lambda \). In case \( \lambda = 0 \) clearly there is no \( Q \subseteq St \) such that \( \langle S_1, s \rangle \xrightarrow{0} Q \). Hence the statement (4.19) implies \( P \in Op[[d, S_1 ; S_2]](s) \) is clearly true.

Assume now there exists \( Q \subseteq St \) such that

\[
\langle S_1, s \rangle \xrightarrow{\lambda+1} Q \& (\forall t \in Q: P \in Op[[d, S_2]](t)). \tag{4.20}
\]

By definition of \( \xrightarrow{\lambda+1} \) there exists \( W \subseteq Conf_1 \) such that

\[
\langle S_1, s \rangle \xrightarrow{\epsilon} W \& (\forall c \in W \exists \alpha \leq \lambda: c \xrightarrow{\alpha} Q). \tag{4.21}
\]

Observe that the configuration \( c \) in \( W \) can be of two types: either \( c = t \in St \) or \( c = \langle S, t \rangle \in Stat_1 \times St \). In the first case, by definition of \( \xrightarrow{\alpha} \) and Lemma 4.4.11, \( t \xrightarrow{\alpha} Q \) implies \( \alpha = 0 \). Hence \( t \in Q \), from which it follows, by (4.20), that

\[
(\forall t \in W \cap St: P \in Op[[d, S_2]](t)). \tag{4.22}
\]

In the second case \( \langle S, t \rangle \xrightarrow{\alpha} Q \) with \( \alpha \leq \lambda \) and \( P \in Op[[d, S_2]](t') \) for all \( t' \in Q \) (by (4.20)) implies, by induction hypothesis, that

\[
(\forall \langle S, t \rangle \in W: P \in Op[[d, S ; S_2]](t)). \tag{4.23}
\]
Define now \( \tilde{W} = \{ \langle S_2, t \rangle \mid t \in W \} \cup \{ \langle S, S_2, t \rangle \mid \langle S, t \rangle \in W \} \). By definition of \( s_d \) and (4.21), \( \langle S_1 ; S_2, s \rangle \rightarrow_d \tilde{W} \). By (4.22) \( \langle S_2, t \rangle \in \tilde{W} \) implies \( P \in Op[\langle d, S_2 \rangle](t) \); and by (4.23) \( \langle S ; S_2, t \rangle \in \tilde{W} \) implies \( P \in Op[\langle d, S ; S_2 \rangle](t) \). Thus

\[ \langle S_1 ; S_2, s \rangle \in \tilde{W} \land \forall c \in \tilde{W} : P \in Op(\langle d, c \rangle). \]

By Theorem 4.4.14 this implies \( P \in Op(\langle d, \langle S_1 ; S_2, s \rangle \rangle) = Op[\langle d, S_1 ; S_2 \rangle](s) \).

Therefore if (4.19) holds for a successor ordinal \( \lambda \) then \( P \in Op[\langle d, S_1 ; S_2 \rangle](s) \). If \( \lambda \) is a limit ordinal then (4.19) implies \( P \in Op[\langle d, S_1 ; S_2 \rangle](s) \) by Lemma 4.4.11 and the above. Hence we can conclude that

\[ (Op[\langle d, S_1 \rangle] ; Op[\langle d, S_2 \rangle])(s) \subseteq Op[\langle d, S_1 ; S_2 \rangle](s) \]

for all \( s \in St \). \( \Box \)

The above lemma together with Lemma 4.4.16 applied to the function \( Op(\cdot) \) imply that \( Op[\cdot] \) satisfies the same equations that are satisfied by the state transformer semantics \( St[\cdot] \). Since the latter is the least function satisfying the equations given in Corollary 4.3.7 we obtain that the forward semantics \( St[\cdot] \) coincides with the operational semantics \( Op[\cdot] \).

**Theorem 4.4.18** For every \( \langle d, S \rangle \in \mathcal{L}_1 \) and \( s \in St \),

\[ Op[\langle d, S \rangle](s) = St[\langle d, S \rangle](s). \]

**Proof.** By Theorem 4.4.15, the function \( St^e \) satisfies the Equations (4.10) and (4.11). By Theorem 4.4.14, \( Op(\cdot) \) is the least function which satisfies those equations. Hence \( Op[\langle d, S \rangle](s) \subseteq St[\langle d, S \rangle](s) \) for all \( s \in St \).

By Corollary 4.3.7, Lemmas 4.4.16 and 4.4.17, we obtain the converse. Therefore \( Op[\langle d, S \rangle](s) = St[\langle d, S \rangle](s) \). \( \Box \)

This result and Theorem 4.3.6 demonstrate that the operational semantics \( Op[\cdot] \) and the predicate transformer semantics \( WP_1[\cdot] \) are isomorphic.
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A game-theoretical interpretation

We now briefly develop an alternative interpretation of a hyper transition system based on a game between two players, one called angel and another called demon. Our notion of game is inspired by the game interpretation of the refinement calculus put forward by Back and Von Wright [16] and formally developed in [99] and [18].

A hyper transition system \( \langle X, \longrightarrow \rangle \) defines the possible configurations of the game by means of the set \( X \), and the possible moves of the game by means of the relation \( \longrightarrow \).

The game starts in a given configuration \( x \in X \). The angel aims to stop in a configuration \( y \in P \) for a given set of terminating configurations \( P \subseteq X \), whereas the demon aims to prevent it. The angel plays first by choosing a subset \( W \) of \( X \) such that \( x \longrightarrow W \). Then, the demon plays by choosing a configuration \( y \in W \) and the game restarts from the configuration \( y \). The game terminates if no move is possible. There are two cases: either the game is in a configuration \( x \) but there is no \( W \subseteq X \) such that \( x \longrightarrow W \), or the angel has already chosen a set of configurations \( W \) but there is no \( y \) \in \( W \) (that is, \( W = \emptyset \)). In the first case, if \( x \not\in P \) then the demon wins. Otherwise the angel wins.

In other words, an angel may win if there exists a function \( F : X \rightarrow \mathcal{P}(\mathcal{P}(X)) \) which can predict the victory of the angel when starting in a configuration \( x \), that is, \( P \in F(x) \) if and only if either \( x \in P \) and there is no move for the angel (there is no \( W \subseteq X \) such that \( x \longrightarrow W \)), or there exists a move for the angel who chooses \( W \subseteq X \) such that \( x \longrightarrow W \) and for all possible choices \( y \in W \) of the demon, \( P \in F(y) \).

In Theorem 4.4.18 we have proved the existence of such a function for the game defined by the hyper transition system \( \langle \text{Conf}, \longrightarrow \_d \rangle \) induced by \( \mathcal{L}_1 \); the state transformer semantics \( \text{St}[\cdot] \) of \( \mathcal{L}_1 \). In other words, \( P \in \text{St}[\langle \langle d, S \rangle \rangle](s) \) (or, equivalently, \( s \in \text{WP}_1[\langle \langle d, S \rangle \rangle](P) \)) if and only if there exists a play in the game defined by \( \langle \text{Conf}_1, \longrightarrow \_d \rangle \) which starts in the configuration \( \langle S, s \rangle \) and terminates in \( P \) with the victory of the angel.

Because the semantics \( \text{St}[\cdot] \) is compositional, by induction on the structure of the command \( \langle d, S \rangle \) in the starting configuration \( \langle S, s \rangle \) of the game, and from the definition of \( \langle \text{Conf}, \longrightarrow \_d \rangle \), if the angel may win with respect to \( P \subseteq X \) then it is possible to derive a winning strategy for it.
4.5 Concluding notes

In the refinement calculus commands are identified with predicate transformers in order to avoid problems associated with the existence of infinitary free algebras, as discussed for example in Section 2.1. Hesselink [97] discusses the existence of free complete specification algebras, where a specification algebra is an algebra with an operator of composition and a binary meet. It is called complete if it allows unbounded meets. In general the completion of a specification algebra does not need to exist, since it can be a proper class rather than a set. The isomorphism of Theorem 4.3.3 clarifies what are the right equations for ensuring the existence of a complete specification algebra: the unbounded meets should completely distribute over the unbounded joins. In Chapter 9 we will return to this topic by proving the existence of a free completely distributive lattice over a set $X$.

Our forward semantics for the refinement calculus is inspired by the minimal models for modal logic of Chellas [51]. Chellas’s minimal models are a generalization of Kripke models. They are indexed functions mapping each possible world to sets of possible worlds, and are used as models of monotonic modal logic.

The operational interpretation of the refinement calculus we presented in this chapter differs in the following aspects from the game semantics of Back and Von Wright [18] and the game semantics of Hesselink [99]. Back and Von Wright define a game interpretation of the commands of the refinement calculus using a standard transition system. A transition step corresponds to a move in the game. A configuration is said to be angelic if only the angel can make a move and is said to be demonic otherwise. This suggests a close relation to our hyper transition system model. However, every sequence of transitions in the game interpretation of Back and Von Wright is finite (in fact infinite plays are not possible), and we allow also infinite sequences. The game semantics for the refinement calculus given by Hesselink uses hyper transition systems which allow for infinite games. However, both the hyper transition system induced by the refinement calculus and the way of collecting the information from it is different from our operational approach. Furthermore, our operational interpretation can be used for the step-by-step specification of computations.

Also, our game interpretation of the refinement calculus differs from both the game semantics of Back and Von Wright [18] and the game semantics of Hesselink [99]. The main difference is that our games are not symmetric (and
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down we do not have to take sides): the angel always makes the first move. The goal of the angel is different from the goal of the demon. Moreover, the angel and the demon take turns, whereas in the other game interpretations the choice of the player who plays depends on the configuration the game is in.

We investigated angelic non-determinism only for sequential languages. The reader interested in the connection between operational and denotational semantics for a simple language supporting angelic non-determinism and parallel composition is referred to [147,148]. In [42] a relation between hyper transition systems is proposed which preserves the specification of the atomic steps of a computation. This relation is a generalization of a simulation relation between ordinary transition systems and takes into account also deadlock configurations and undefined transitions.

We conclude with a short discussion about the size of the set $PT_M(Y, X)$ of monotonic predicate transformers. For $Y$ an infinite set, Markowsky [139, Theorem 2] proved that

$$|CDL(Y)| = 2^{2^{|Y|}},$$

where $| \cdot |$ is the function which assigns to every set its cardinality. Since $|ST(X, Y)| = |CDL(Y)||^{|X|}$, if $Y$ is an infinite set then by Theorem 4.3.3

$$|PT_M(X, Y)| = (2^{2^{|Y|}})^{|X|} = 2^{(2^{|Y|} 	imes |X|)}.$$  

If both $X$ and $Y$ are infinite countable sets then $|Y| = |X| = \omega_0$ (the cardinality of the set of all natural numbers). By Cantor’s theorem the cardinality of $\omega_0$ is strictly smaller than the cardinality of $2^{\omega_0}$. Hence, by [123, Corollary I.10.13],

$$2^{\omega_0} \times \omega_0 = \max\{2^{\omega_0}, \omega_0\} = 2^{\omega_0}.$$  

If we assume the Generalized Continuum Hypothesis [123, Definition I.10.28] then

$$|PT_M(X, Y)| = 2^{(2^{|Y|} \times |X|)} = 2^{(2^{\omega_0} \times \omega_0)} = 2^{2^{\omega_0}} = 2^{\omega_1} = \omega_2.$$  

If $Y$ is a finite set then $|PT_M(X, Y)|$ can also be calculated using the more complicated characterization of the size of $CDL(Y)$ given in [138]. The table
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below shows the size of $\mathcal{P}(X)$, $CDL(X)$, $PT_T(X,X)$ and $PT_M(X,X)$ for $|X| \leq 7$. The size of $PT_M(X,X)$ grows extremely fast as $X$ increases.

| $|X|$ | $|\mathcal{P}(X)|$ | $|CDL(X)|$ | $|PT_T(X,X)|$ | $|PT_M(X,X)|$ |
|------|------------------|-------------|-----------------|-----------------|
| 1    | 2                | 3           | 3               | 3               |
| 2    | 4                | 6           | 25              | 36              |
| 3    | 8                | 20          | 729             | 8000            |
| 4    | 16               | 168         | 83521           | $7.965941 \cdot 10^8$ |
| 5    | 32               | 7581        | 39135393        | $2.503989 \cdot 10^{19}$ |
| 6    | 64               | 7828354     | $7.541889 \cdot 10^{10}$ | $2.301562 \cdot 10^{41}$ |
| 7    | 128              | $2.414682 \cdot 10^{12}$ | $5.944673 \cdot 10^{14}$ | $4.786489 \cdot 10^{86}$ |
Part II

Topological dualities
Chapter 5

Topology and affirmative predicates

In the first part of this monograph we considered predicates to be subsets of an abstract set of states. If we think of the states as the denotations of results of computations of programs then predicates become computationally meaningful in the sense that we can use partial information about a computation to tell whether or not a predicate holds for that computation. A predicate for which only finite information about a computation is needed to affirm whether it holds is called an affirmative predicate.

The set of affirmative predicates is closed under finite intersections and arbitrary unions. Hence affirmative predicates can be identified with the open sets of a topological space. The idea that ‘open sets are observable predicates’ was proposed by Smyth in [179], although it is also briefly mentioned in [160]. Smyth interprets open sets as semi-decidable properties in some ‘effectively given’ topological space. More generally, open sets can be interpreted as (finitely) observable predicates [1,182]. Alpern and Schneider [8] and Kwiatkowska [125] use open sets as ‘finite liveness predicates’ and closed sets as ‘safety predicates’ to formalize the informal characterization of liveness and safety properties of Lamport [126]. The name ‘affirmative predicates’ has been introduced by Vickers [192] for denoting the abstract open sets of a frame. Affirmative predicates are also called verifiable predicates by Rewitzky [165], who uses the term observable for predicates which are both affirmative and refutative.
In this chapter we introduce a few topological concepts which we will also need in the subsequent chapters. We motivate these concepts from the point of view of the affirmative predicates.

5.1 Affirmative and refutative predicates

Assume that we run a program which outputs a sequence of states in $\Sigma$. Let $P$ be a predicate on $\Sigma^\infty$, the set of all finite and infinite sequences of states. Following the definitions of Chapter 3, the predicate $P$ can be seen, extensionally, as a subset of $\Sigma^\infty$, which holds for a sequence $w$ in $\Sigma^\infty$ if $w$ is an element of $P$. In practice, we can inspect the output sequence $w$ of the program as it proceeds. Hence, based only on the finite segments of $w$ which have been output so far, we can sometimes affirm whether the predicate $P$ holds for $w$. We can never affirm, on the basis of our finite observations, whether the predicate

$$P = \{ v \in \Sigma^\infty \mid v \text{ has infinitely many occurrences of } s \in \Sigma \}$$

holds for $w$. We need to refine our definition of predicate to capture predicates that we can observe. Informally, a predicate $P$ on a set $X$ is said to be affirmative if we can affirm that it holds for some $x$ in $X$ only on the basis of what we can actually observe, where an observation must be made within a finite amount of time. In general there is no requirement that the absence of a property should be observable. A predicate $P$ is said to be refutative if we can refute it for some $x$ in $X$ on the basis of finite information.

Different physical assumptions on the nature of the observations will describe different collections of affirmative predicates. For example, we can assume that our program can diverge, that is, it can produce some finite output and then compute forever without any further output. Hence we cannot distinguish on the basis of finite segments of an output $w$ between a computation which halts and a computation which diverges. Under this assumption a predicate $P$ on $\Sigma^\infty$ is affirmative if for all $w \in P$ there exists a finite segment $v$ of $w$ such that every extension of $v$ belongs to $P$. Clearly, the predicate $\{ w \}$ is not affirmative for all sequences $w$, whereas the set $\uparrow w$ of all extensions of $w$ is an affirmative predicate if the sequence $w$ is of finite length.

Alternatively we can assume that our program can continue forever outputting an infinite sequence, but that it has also the additional capacity to halt, for
example by signaling when a computation terminates. Thus we have that for a
finite sequence \( w \) both the predicates \( \{ w \} \) and \( \uparrow w \) are affirmative. Technically
this can be obtained as follows. A predicate \( P \) on \( \Sigma^\infty \) is affirmative if for all
\( w \in P \) there exists a natural number \( n \) such that if the length of the longest
common prefix of \( w \) and any other string \( v \) is less than \( n \) then \( v \) belongs to
\( P \).

For every set \( X \), to affirm \( x \in X \) no observation is necessary. It can be just
affirmed. Hence \( X \) itself is always an affirmative predicate. Also, we can never
affirm \( x \in \emptyset \) for all \( x \in X \). Hence \( \emptyset \) is an affirmative predicate of \( X \).

In general, affirmative properties over a set \( X \) are closed under arbitrary unions
and finite intersections. Let \( P_i \), for \( i \in I \), be an arbitrary collection of prop-
erties on \( X \). To affirm \( x \in \bigcup_i P_i \) it is enough to affirm \( x \in P_i \) for some \( i \in I \).
Hence, if all \( P_i \) are affirmative properties of \( X \) then also their union \( \bigcup_i P_i \) is
an affirmative predicate. The same cannot be said for arbitrary intersections.
To affirm \( x \in \bigcap_i P_i \) we need to affirm \( x \in P_i \) for all \( i \in I \). If \( I \) is an infinite set,
this may take an infinite amount of time even if all \( P_i \) are affirmative prop-
erties. However, if \( I \) is a finite index set, and all \( P_i \) are affirmative properties,
then also \( \bigcap_i P_i \) is affirmative.

The complement of an affirmative predicate is, in general, not affirmative.
Indeed, to affirm \( x \in X \setminus P \) we must refute \( x \in P \). Therefore, complement
transforms affirmative properties in refutative ones, and vice versa. Using the
De Morgan’s laws, we have that refutative properties are closed under finite
unions and arbitrary intersections. Since the classical implication \( P \Rightarrow Q \) can
be defined in terms of complement, neither affirmative nor refutative prop-
erties are closed under classical implication.

The closure of affirmative properties under finite intersections and arbitrary
unions implies that they form a topology on \( X \) [179,182].

**Definition 5.1.1** A topology on a set \( X \) is a collection \( \mathcal{O}(X) \) of subsets of
\( X \) that is closed under finite intersections and arbitrary unions, with the con-
vention that the empty intersection is the set \( X \) and the empty union is \( \emptyset \). A
topological space is a set \( X \) together with a topology \( \mathcal{O}(X) \) on \( X \). The elements
of \( \mathcal{O}(X) \) are the open sets of the space.

To simplify notation we usually write \( X \) for a topological space \( (X, \mathcal{O}(X)) \).
Notice that a topology \( \mathcal{O}(X) \) on a set \( X \) is a complete lattice when ordered
by subset inclusion. Since arbitrary unions distribute over finite intersections,
the lattice of open sets of a topological space \( X \) is a frame.
A subset $c$ of a space $X$ is said to be closed if it is the complement of an open subset of $X$. The collection of all closed sets of $X$ is denoted by $\mathcal{C}(X)$ and, dually to the case of open sets, is closed under finite unions and arbitrary intersections. Closed sets are ordered by superset inclusion. Any topology on $X$ induces a closure operator. For every subset $V \subseteq X$ define its closure $\text{cl}(V)$ as the smallest closed set including $V$, that is

$$\text{cl}(V) = \bigcap\{c \in \mathcal{C}(X) \mid V \subseteq c\}.$$ 

One can easily verify that $V \subseteq \text{cl}(V)$, $\text{cl}(\emptyset) = \emptyset$, and $\text{cl}(V) = \text{cl}(\text{cl}(V))$. The latter implies that the fixed points of $\text{cl}$ are exactly the closed sets of $X$. Moreover, for any subsets $V_1$ and $V_2$ of $X$, $\text{cl}(V_1 \cup V_2) = \text{cl}(V_1) \cup \text{cl}(V_2)$, and if $V_1 \subseteq V_2$ then $\text{cl}(V_1) \subseteq \text{cl}(V_2)$.

On a set $X$ we can always define at least two topologies: the discrete topology $\mathcal{O}_d(X) = \mathcal{P}(X)$ (every predicate is affirmative), and the indiscrete topology $\mathcal{O}_i(X) = \{\emptyset, X\}$ (no non-trivial predicate is affirmative).

A topology on a set $X$ can be specified in terms of a collection of elementary affirmative properties. Other properties can then be constructed by closing them under arbitrary unions and finite intersections.

**Definition 5.1.2** A sub-base $B$ of a topology $\mathcal{O}(X)$ is a collection of open sets such that every open set is the union of intersections of finitely many elements of $B$. If $B$ is already closed under finite intersections, then it forms a basis and its elements are called basic opens. A space having a countable base is said to be second countable.

For example, the collection of all singletons $\{x\}$, with $x \in X$, is a sub-base for the discrete topology. The singleton $\{x\}$ represents the most elementary (non-trivial) affirmation we can make about $X$.

Once we have fixed a collection of (sub-basic) affirmative properties on a set $X$, then we can use it to determine which elements are observationally equivalent. Even more, we can use affirmative properties to determine an information preorder between points: $x_2$ has all observable information of $x_1$ if every affirmative predicate of $x_1$ is also an affirmative predicate of $x_2$.

**Definition 5.1.3** Let $X$ be a topological space. The specialization preorder $\preceq_\mathcal{O}$ on $X$ induced by the topology $\mathcal{O}(X)$ is defined, for $x_1$ and $x_2$ in $X$, by

$$x_1 \preceq_\mathcal{O} x_2 \text{ if and only if } \forall o \in \mathcal{O}(X) : x_1 \in o \Rightarrow x_2 \in o.$$
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For example, consider the set of finite and infinite strings $\Sigma^\infty$ together with the topology defined by taking as basic open sets the sets $\uparrow w$ of all extensions of $w$, for all finite strings $w$. For arbitrary strings $v_1$ and $v_2$ of $\Sigma^\infty$, we have $v_1 \preceq v_2$ if and only if every finite prefix $w$ of $v_1$ is also a finite prefix of $v_2$. But this is equivalent to stating that $v_1$ is a prefix of $v_2$. Hence, the prefix order on strings and the specialization preorder coincide.

If we take as sub-basic opens for $\Sigma^\infty$ both $\uparrow w$ and $\{w\}$ (for finite strings $w$), then $v_1 \preceq v_2$ if and only if $v_1 = v_2$. To prove the last statement it is enough to consider the following two cases:

(i) if $v_1$ is a finite string then $\{v_1\}$ is an affirmative predicate of both $v_1$ and $v_2$ if and only if $v_1 = v_2$;

(ii) if $v_1$ is infinite, then $v_1 \preceq v_2$ if and only if every finite prefix of $v_1$ is a prefix of $v_2$, that is, $v_1 = v_2$.

Topological spaces can be classified on the basis of the possibility to separate different points by means of opens.

**Definition 5.1.4** A space $X$ is said to be $\mathcal{T}_0$ if the induced specialization preorder $\preceq$ is antisymmetric, that is, it is a partial order. If $\preceq$ is also discrete then $X$ is said to be a $\mathcal{T}_1$ space. Finally, $X$ is said to be a $\mathcal{T}_2$ space (or Hausdorff) if, whenever $x_1$ and $x_2$ are two distinct points of $X$, there are two disjoint open sets containing $x_1$ and $x_2$ respectively.

Every $\mathcal{T}_2$ space is $\mathcal{T}_1$, and every $\mathcal{T}_1$ space is $\mathcal{T}_0$. In practice we almost always identify any two points of a space $X$ which have the same information, that is, most of the computationally interesting spaces are at least $\mathcal{T}_0$. Define an equivalence relation $\sim$ on $X$ by

$$x_1 \sim x_2 \text{ if and only if } x_1 \preceq x_2 \text{ and } x_2 \preceq x_1.$$ 

If we now write $[x]$ for the equivalence class containing $x$, and $X/\sim$ for the set of equivalence classes, then the $\mathcal{T}_0$-ification of $X$ is defined as the space $X/\sim$ with as opens the collection of all sets $\{[x] \mid x \in o\}$ for all $o \in \mathcal{O}(x)$.

Let $f : X \to Y$ be a function between topological spaces, and let $P$ be a predicate on $Y$. To affirm that $f(x)$ has the predicate $P$, it should suffice to
affirm \( x \in f^{-1}(P) \).

**Definition 5.1.5** Let \( X \) and \( Y \) be two spaces. A function \( f : X \to Y \) is called continuous if, for all opens \( o \) of \( Y \),

\[
f^{-1}(o) = \{ x \mid f(x) \in o \}
\]

is open in \( X \) (or, equivalently, if the inverse of each closed set is closed). Topological spaces form a category \( \text{Sp} \) with as morphisms the continuous functions. We write \( \text{Sp}_0 \) and \( \text{Sp}_1 \) for the full sub-categories of \( \mathcal{T}_0 \) and \( \mathcal{T}_1 \) spaces, respectively.

It is easy to see that a continuous function \( f : X \to Y \) is monotonic with respect to the specialization orders of \( X \) and \( Y \) [182, Proposition 4.2.4]. Hence continuous functions preserve the observable information. For example, the assignment \( x \mapsto [x] \) from a space \( X \) to its \( \mathcal{T}_0 \)-ification \( X/\sim \) defines a continuous function.

### 5.2 Specifications, saturated sets and filters

In [179] it was suggested that a specification of an object (a program, for example) can be an arbitrary list of affirmative predicates, understood as a conjunction, that the object has to satisfy. Although in practice lists of finite or countable length of affirmative predicates are enough as specifications, lists of arbitrary length are a useful mathematical generalization which will make the theory we develop in the successive chapters easier. In our view of affirmative predicates as open sets of a topological space, a specifiable predicate is a set obtained as the intersection of arbitrarily many open sets, that is, a saturated set. Saturated sets which are intersections of countably many open sets are often called \( G_\delta \) sets in the literature.

**Definition 5.2.1** Let \( X \) be a topological space. A subset \( q \) of \( X \) is said to be saturated if

\[
q = \bigcap \{ o \in \mathcal{O}(X) \mid q \subseteq o \}.
\]

The collection of the saturated subsets of \( X \) is denoted by \( \mathcal{Q}(X) \).

An *intersection system* on a set \( X \) is a collection of subsets of \( X \) closed under arbitrary intersection. For every space \( X \), the collection \( \mathcal{Q}(X) \) of saturated sets...
is, by definition, the least intersection system including all open subsets of $X$. Moreover, by using the complete distributivity, we can express an arbitrary union of saturated sets as an intersection of opens. Since the latter is a saturated set, we have that saturated sets are closed under arbitrary unions and arbitrary intersections. Therefore $Q(X)$ is a ring of subsets of $X$, from which it follows that $Q(X)$ ordered by subset inclusion is a completely distributive lattice.

Notice also that $Q(X)$ is a topology on $X$ which is closed under arbitrary intersections. Hence, for a $T_0$ space $X$, $Q(X)$ coincides with the collection of all upper sets of $X$ with respect to the specialization order $\preceq_O$ [112, page 45].

**Lemma 5.2.2** For a $T_0$ space $X$ and $A \subseteq X$,

$$
\uparrow A = \bigcap \{ o \in O(X) \mid A \subseteq o \},
$$

where $\uparrow A$ is the upper closure of $A$ with respect to the specialization preorder $\preceq_O$ on $X$ induced by the topology $O(X)$.

**Proof.** The inclusion from left to right is immediate since every open set is upper closed with respect to the specialization preorder $\preceq_O$. Conversely, let $x \in \bigcap \{ o \in O(X) \mid A \subseteq o \}$ and assume $x \not\in \uparrow A$. Then $a \not\preceq_O x$ for all $a \in A$. Thus for all $a \in A$ there exists $o_a \in O(X)$ such that $a \in o_a$ and $x \not\in o_a$. For $o = \bigcup \{ o_a \mid a \in A \}$ we then have the contradiction that $A \subseteq o$ and $x \not\in o$. □

In case $X$ is a $T_1$ space, the specialization order is the identity. Thus every subset of $X$ is upper closed. From the above discussion it follows that every predicate of $X$ is specifiable, that is, $Q(X) = P(X)$.

A specification $\mathcal{F}$, understood as list of affirmative predicates over a space $X$, is said to be

(i) proper if $\emptyset \not\in \mathcal{F}$;
(ii) deductively closed if $P \in \mathcal{F}$ and $P \subseteq Q$ implies $Q \in \mathcal{F}$; and
(iii) consistent if $P \in \mathcal{F}$ and $Q \in \mathcal{F}$ implies $P \cap Q \in \mathcal{F}$.

The above merely says that a proper, deductively closed and consistent specification is a filter of the lattice of opens $O(X)$. If we want to specify a single element of $X$ then completely prime filters are more adequate: a point which satisfies the disjunction of some predicates, satisfies at least one of these predi-
icates. Indeed it can be easily checked that a space \( X \) is \( T_0 \) if and only if for every completely prime filter \( \mathcal{F} \) of \( \mathcal{O}(X) \) there exists at most one point \( x \in X \) such that

\[
\mathcal{F} = \{ o \in \mathcal{O}(X) \mid x \in o \}.
\]

A space with a bijective correspondence between points and their specifications is called sober.

**Definition 5.2.3** A space \( X \) is said to be sober if for every completely prime filter \( \mathcal{F} \) of \( \mathcal{O}(X) \) there exists exactly one point \( x \in X \) such that

\[
\mathcal{F} = \{ o \in \mathcal{O}(X) \mid x \in o \}.
\]

For example, every Hausdorff space is sober [182, Proposition 4.3.14]. From the above characterization of \( T_0 \) spaces in terms of completely prime filters, it follows that every sober space is \( T_0 \). The full sub-category of \( \text{Sp} \) whose objects are sober spaces will be denoted by \( \text{Sob} \). For an example of a \( T_1 \) space which is not sober, and of a sober space which is not \( T_1 \) we refer to [182, IV, Example 4.1.4].

### 5.3 Examples of topological spaces

In this section we introduce the topologies which we will use in the remaining chapters.

**Alexandrov topology**

Given a poset \( P \), the **Alexandrov topology** \( \mathcal{O}_A(P) \) on \( P \) is defined as the collection of all upper closed subsets of \( P \). Clearly, if \( P \) is a discrete poset, then the Alexandrov topology on \( P \) coincides with the discrete topology. In general, a poset \( P \) with the Alexandrov topology is a \( T_0 \) space.

The specialization preorder induced by the Alexandrov topology coincides with the partial order on \( P \). Hence the collection of saturated subsets of \( P \) coincides with the collection of Alexandrov open subsets of \( P \). A function \( f : P \to Q \) between two posets is monotone if and only if it is continuous with respect to their Alexandrov topologies [7].
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*Scott topology*

The Alexandrov topology on a poset is not always computationally adequate: it should be refined in a such way that if we can affirm that a predicate holds for the least upper bound of a directed set \( \mathcal{V} \) then we can affirm it already for some of its approximants in \( \mathcal{V} \).

**Definition 5.3.1** The Scott topology \( \mathcal{O}_S(P) \) on a dcpo \( P \) consists of all the upper-closed subsets of \( P \) such that for any directed set \( D \subseteq X \),

\[
\bigvee D \in o \Rightarrow D \cap o \neq \emptyset.
\]

As in the case of the Alexandrov topology, the specialization preorder induced by the Scott topology on a dcpo \( P \) coincides with the partial order on \( P \) [77, Remark II.1.4]. Hence the collection of saturated sets of \( P \) coincides with the Alexandrov topology on \( P \). Also, a function \( f : P \to Q \) between two dcpo’s is continuous for the Scott topologies of \( P \) and \( Q \) if and only if it preserves directed joins [174].

The Scott topology generalizes the discrete topology in the following sense. For a set \( X \), if we assume that singleton sets \( \{x\} \) are the most elementary affirmations we can make then the collection of all affirmative predicates is the discrete topology on \( X \). Assume that we can also affirm that no element has been observed yet, for example because of divergence. This can be described as the Scott topology on the flat cpo \( X_\perp \): every subset of \( X \) is Scott open as well as the set \( X \cup \{\perp\} \). Notice that for flat cpo’s, the Alexandrov and the Scott topology coincide.

The following proposition relates sober spaces and dcpo’s [112, Lemma 1.9].

**Proposition 5.3.2** If \( X \) is a sober space then the specialization preorder on \( X \) has all directed joins. Moreover, every open set \( o \in \mathcal{O}(X) \) is Scott open. \( \square \)

The converse of the above proposition is false: not every dcpo is sober even when taken with the Scott topology [111]. The desired result can be obtained if we impose more structure on a dcpo. In particular, an algebraic dcpo \( P \) taken with the Scott topology is sober [106,145]. In this case we can describe the Scott topology by means of the compact elements of \( P \): the set of all upper closed sets \( \uparrow b \) for compacts \( b \in \mathcal{K}(P) \) forms a basis for the Scott topology of \( P \).
The lattice of open sets of a space \(X\) is clearly a dcpo. In the previous section we suggested that specifications are lists of open sets, and hence a predicate on the lattice \(\mathcal{O}(X)\). A specification \(\mathcal{F}\) is said to be finitary if it is a Scott open set of the lattice \(\mathcal{O}(X)\), that is, whenever the union of a directed set \(D \subseteq \mathcal{O}(X)\) of affirmative predicates is in \(\mathcal{F}\), then some predicate in \(D\) is already in \(\mathcal{F}\). Scott open filters allow us to define compact subsets as finitarily specifiable subsets.

**Definition 5.3.3** A subset \(S\) of a space \(X\) is compact if and only if the set

\[
\{ o \in \mathcal{O}(X) \mid S \subseteq o \}
\]

is a Scott-open filter of \(\mathcal{O}(X)\). A space \(X\) is said to be compact if the set \(X\) is compact.

Equivalently, one can use the following (more standard) definition of compactness. A subset \(S\) of a space \(X\) is compact if and only if for every directed collection \(D\) of open sets in \(\mathcal{O}(X)\) such that \(S \subseteq \bigcup D\) there exists an open set \(o \in D\) such that \(S \subseteq o\). Notice that an open subset of a space \(X\) is compact if and only if it is a compact element of the dcpo \(\mathcal{O}(X)\) in the domain theoretical sense (as introduced in Section 2.2).

For example, in any space \(X\), every finite subset of \(X\) is compact, as well as any arbitrary subset containing the least element \(\bot\) with respect to the specialization preorder on \(X\). Also, for an algebraic dcpo \(P\) taken with the Scott topology, every basic open set \(\uparrow b\), with \(b \in \mathcal{K}(P)\), is compact.

A useful tool for proving compactness of a space is the Alexander sub-basis theorem [6].

**Proposition 5.3.4** Let \(X\) be a space with sub-base \(B\). Then \(X\) is compact if for every directed collection \(D\) of sub-basic open sets in \(B\) such that \(X \subseteq \bigcup D\) there exists an open set \(b \in D\) with \(X \subseteq b\). \(\Box\)

**Stone and spectral spaces**

We have seen in the previous subsection that an open subset of a space \(X\) is compact if and only if it is a compact element of the dcpo \(\mathcal{O}(X)\) in the domain
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theoretical sense. However the lattice \( \mathcal{O}(X) \) need not to be algebraic.

**Definition 5.3.5** A space \( X \) with an algebraic lattice of opens \( \mathcal{O}(X) \) is said to be locally open compact.

This means that the collection \( \mathcal{K}\mathcal{O}(X) \) of compact open subsets of \( X \) forms a basis for the topology \( \mathcal{O}(X) \). Therefore locally open compact space are often called spaces with a basis of compact opens [77]. In terms of points, locally open compactness can be formulated as follows (for a proof of the proposition below see either [77] or [39]).

**Proposition 5.3.6** Let \( X \) be a space. The lattice \( \mathcal{O}(X) \) is an algebraic dcpo if and only if for every point \( x \in X \) and open set \( o \in \mathcal{O}(X) \) such that \( x \in o \) there exists a compact open set \( u \in \mathcal{K}\mathcal{O}(X) \) satisfying \( x \in u \subseteq o \). \( \square \)

Locally open compactness does not imply sobriety: every poset \( P \) taken with the Alexandrov topology is a locally open compact space but need not to be sober. For \( x \in P \) and Alexandrov open \( o \) such that \( x \in o \), if we take the compact Alexandrov open set \( \uparrow x \) then we have \( x \in \uparrow x \subseteq o \).

Also the Scott topology of an algebraic dcpo \( P \) is locally open compact (and sober). For \( x \in P \) and Scott open \( o \) satisfying \( x \in o \), by definition of algebraicity and of the Scott topology, there exists a compact element \( b \in \mathcal{K}(P) \) such that \( b \leq x \) and \( b \in o \). Hence \( x \in \uparrow b \subseteq o \). Since \( \uparrow b \) is compact in the Scott topology of \( P \), it follows that \( P \) as a topological space is locally open compact.

Locally open compact spaces are of interest because they are finitary in the following sense: every affirmative predicate can be retrieved by the finitarily specifiable affirmative predicates because the lattice of opens \( \mathcal{O}(X) \) is (isomorphic to) the ideal completion of its basis of compact opens \( \mathcal{K}\mathcal{O}(X) \).

**Definition 5.3.7** A topological space \( X \) is said to be spectral if the set \( \mathcal{K}\mathcal{O}(X) \) of compact open subsets of \( X \) forms a basis for \( \mathcal{O}(X) \) and it is closed under finite intersections. If, moreover, compact opens are closed under complement, then \( X \) is said to be a Stone space.

Since finite unions of compact opens are again compact open sets, it follows that in a spectral space \( X \), the lattice \( \mathcal{K}\mathcal{O}(X) \) of compact opens is distributive, while in a Stone space \( X \) the lattice \( \mathcal{K}\mathcal{O}(X) \) of compact opens is a Boolean algebra.
Our interest in spectral and Stone spaces is justified by the following observation. Every SFP domain taken with the Scott topology is spectral [160], and every compact ultra-metric space taken with the metric topology (to be defined below) is a Stone space [182, Corollary 6.4.8].

**Coherent spaces**

The key property of spectral and Stone spaces is the fact that their lattice of open sets is algebraic. Hence every open set can be obtained as union of compact open sets. A weaker but similar result can be obtained for a larger class of topological spaces: the coherent spaces.

**Definition 5.3.8** For a space $X$ let $\mathcal{KQ}(X)$ be the set of all compact saturated sets of $X$. The space $X$ is said to be coherent if it is sober, $\mathcal{KQ}(X)$ is closed under finite intersections, and, for all open sets $o$, it holds that

$$o = \bigcup \{ u \in \mathcal{O}(X) \mid \exists q \in \mathcal{KQ}(X); u \subseteq q \subseteq o \}.$$

By the above definition it follows that, in a coherent space $X$, every open set is the directed union of all compact saturated sets which are included in it, that is, every affirmative predicate on $X$ can be approximated by finitarily specifiable predicates.

Every spectral space (and hence every Stone space) is coherent. However, not every algebraic dcpo, even if taken with the Scott topology, is coherent. Coherent spaces as finitary algebraic structures (proximity lattices) are studied in [118].

**Metric topology**

Partial orders and metric spaces play a central role in the semantics of programming languages (see, e.g., [195] and [23]). The order can be used to give a comparative description of computations, whereas the metric gives quantitative information. This quantitative information can be used to define a
topology on the underlying set.

**Definition 5.3.9** The **metric topology on a metric space** \( X \) is defined by taking as open sets all subsets \( o \subseteq X \) with the following property:

\[
x \in o \implies \exists \epsilon > 0 : B_\epsilon(x) \subseteq o,
\]

where \( B_\epsilon(x) = \{ y \mid d_X(x, y) < \epsilon \} \).

For every \( \epsilon > 0 \), and \( x \in X \) the ball \( B_\epsilon(x) \) is an open set in the metric topology. Even more, the set of all balls \( B_\epsilon(x) \) for every \( \epsilon > 0 \) and \( x \in X \) forms a basis for the metric topology. One can easily verify that every metric space with the above topology forms an Hausdorff space, and hence that it is a sober space. It follows that the collection of saturated sets of a metric space \( X \) is \( \mathcal{P}(X) \), that is, every predicate on \( X \) is specifiable. For a discrete metric space the metric topology coincides with the discrete topology.

Closed and compact subsets of the space induced by a metric space \( X \) coincide, respectively, with the closed and compact subsets of the metric space \( X \) as defined in Section 2.3 (see [63]).

**Proposition 5.3.10** Let \( X \) be a metric space and \( S \subseteq X \). The set \( S \) is closed in the metric topology if and only if the limit of every convergent sequence in \( S \) is an element of \( S \). Also, \( S \) is compact in the metric topology if and only if for every sequence in \( S \) there is a sub-sequence converging in \( S \). \( \square \)

Every non-expansive function \( f : X \to Y \) between two metric spaces is continuous with respect to their metric topologies. However, the converse does not hold: \( f \) is continuous if and only if

\[
\forall x_1 \in X \forall \epsilon > 0 \exists \delta > 0 \forall x_2 \in X : d_X(x_1, x_2) \leq \delta \implies d_Y(f(x_1), f(x_2)) \leq \epsilon.
\]

### 5.4 Final remarks

Affirmative predicates on \( X \) can be described intensionally as continuous functions from the space \( X \) to the poset \( 2 = \{0, 1\} \) with \( 0 \preceq 1 \) taken with the Alexandrov topology. In fact we have an order-isomorphism

\[
\mathcal{O}(X) \cong X \to 2
\]
where \( X \rightarrow_\infty 2 \) is the continuous function space ordered pointwise. An interesting generalization would be to consider functions from \( X \) to the closed interval of reals \([0, 1]\). These functions can be thought of as fuzzy predicates of \( X \). The value a function \( \phi : X \rightarrow [0, 1] \) assigns to an element \( x \) in \( X \) can be thought of as a measure for the extent to which \( x \) is an element of \( \phi \). The connections between fuzzy predicates and affirmative predicates have been exploited in the context of generalized metric spaces by Lawvere [130], and more recently in [34,90].

We conclude this chapter with a few remarks on generalized metric spaces. Since they are not objects of study in the present work, we give only pointers to some of the literature.

Generalized metric spaces provide a framework for the study of both preorders and ordinary metric spaces. A generalized metric space consists of a set \( X \) together with a distance function which does not need to be symmetric. Moreover, different points can have zero distance. Generalized metric spaces were introduced by Lawvere [130,131] as an illustration of the thesis that fundamental structures are categories, and they were subsequently studied in a topological context by Smyth [180,181] as computational spaces: they combine the qualitative information of (observational) preorders with the quantitative (behavioural) information of a distance function.

Some of the basic theory of generalized (ultra-)metric spaces has been developed in [193,168,67], where an approach to the solution of recursive domain equations is presented which extends both the order-theoretic [183] and the metric [9] approaches.


Both the Alexandrov and the Scott topology for preorders can be extended to generalized metric spaces in a such way that for ordinary metric spaces they both correspond to the metric topology [180,35,34]. For the restricted class of algebraic complete quasi metric spaces the generalized Scott topology has been shown to be sober [68].
Chapter 6

Powerspaces, multifunctions and predicate transformers

Programming languages can often be defined in terms of atomic statements (like assignments to variables), a set of statement operators (like sequential composition and non-deterministic choice), a set of process variables, and a recursion operator for each process variable. To give a compositional semantics to a program it is therefore necessary to define a semantic domain in which atomic statements and statements operators can be interpreted. Modeling recursion is one of the difficult aspects of building a compositional semantics. For this reason the input and output state spaces of a program are often structured, complete with respect to some limit construction, and recursively defined.

In Chapter 3 we introduced two different models for a compositional semantics of a programming language: the state transformer model and the predicate transformer model. A rich collection of semantic constructions is available for state transformers on structured sets of states. However, the same cannot be said for predicate transformers. Nothing, or very little, is known about compositional predicate transformer semantics for programs which interact with their environment.

In this chapter we investigate the relationships between state transformers and predicate transformers in a general topological setting. Topological dualities between predicate and state transformers provide a mathematical approach to predicate transformers between structured sets of states. The connection
between state transformers and topological predicate transformers was first studied by Smyth [179] who placed the result of Plotkin [159] for the Smyth powerdomain in a broader topological framework using the upper powerspace. This work is our starting point. However Smyth restricts to sober spaces while we use $\mathcal{T}_0$ spaces. Also, our techniques are more in line with the ones used in [159]. Besides the upper powerspace we consider also the lower and the Vietoris powerspaces, and we show that the three isomorphisms established in Chapter 3 also hold in this general setting. In passing, topological representations of order theoretic and metric powerdomains are given.

All topological dualities we describe are order-preserving. As a consequence, to define a predicate transformer semantics from a state transformer semantics it is sufficient to define only predicate transformers for the atomic statements and operators on predicate transformers corresponding to syntactical operators. Recursive constructs can be handled in the predicate transformer semantics exactly in the same way as for the state transformer semantics.

6.1 Multifunctions as state transformers

One way to capture a compositional semantics of a concurrent program is to consider it as a function from input states to the set of all intermediate states through which the program $P$ passes after one atomic step, followed by the semantics of the remaining part of the program to be executed. In order to deal with this recursive definition, states are usually endowed with a topological structure (usually a partial order or a distance function). To model non-deterministic computations, semantic functions can be represented by many-valued functions, or multifunctions.

**Definition 6.1.1** A multifunction $f : X \to Y$ with values in $\mathcal{V} \subseteq \mathcal{P}(Y)$ is a function that assigns to every element $x$ of a topological space $X$ a subset $f(x) \in \mathcal{V}$ of a topological space $Y$.

For a multifunction $f : X \to Y$ and a predicate $P$ on $Y$, we denote by $f^+(P)$ the upper inverse of $f$, that is, the set of all inputs $x$ of $f$ such that every element of $f(x)$ satisfies the predicate $P$. The lower inverse of $f$ is denoted by $f^-(P)$ and is defined as the set of all inputs $x$ of $f$ such that some elements of $f(x)$ satisfy the predicate $P$. Formally, for $P \subseteq Y$:

$$f^+(P) = \{x \in X \mid f(x) \subseteq P\} \quad \text{and} \quad f^-(P) = \{x \in X \mid f(x) \cap P \neq \emptyset\}.$$
The maps $f^+$ and $f^-$ are dual in the sense that $f^+(P) = X \setminus f^-(Y \setminus P)$ for all $P \subseteq Y$. Different ways of defining inverse give rise to different ways of defining continuity. Below we list three definitions of continuity for a multifunction [27].

**Definition 6.1.2** Let $X$ and $Y$ be two topological spaces. A multifunction $f : X \to Y$ with values in $\mathcal{V} \subseteq \mathcal{P}(Y)$ is said to be

(i) lower semi-continuous if $f^-(o) \in \mathcal{O}(X)$ for every $o \in \mathcal{O}(Y)$,

(ii) upper semi-continuous if $f^+(o) \in \mathcal{O}(X)$ for every $o \in \mathcal{O}(Y)$, and

(iii) continuous if it is both upper and lower semi-continuous.

Since $f^-$ and $f^+$ are dual functions, the above notions of continuity could also have been expressed in terms of refutative predicates rather than affirmative ones. For example, $f$ is lower semi-continuous if and only if $f^+(c)$ is a closed subset of $X$ for every closed subset $c$ of $Y$. For every notion of continuity of a multifunction there is a related topology on the collection of subsets of the codomain [141,153].

**Definition 6.1.3** Let $\mathcal{V}$ be a set of subsets of a space $X$.

(i) The lower topology on $\mathcal{V}$ has as sub-base the collection of all sets of the form $L_o$ for $o \in \mathcal{O}(X)$, where

$$L_o = \{S \in \mathcal{V} \mid S \cap o \neq \emptyset\}.$$

(ii) The upper topology on $\mathcal{V}$ is defined by taking as base the collection of all sets of the form $U_o$ for $o \in \mathcal{O}(X)$, where

$$U_o = \{S \in \mathcal{V} \mid S \subseteq o\}.$$

(iii) The Vietoris topology on $\mathcal{V}$ has as sub-base the union of the base of the upper topology and the sub-base of the lower topology.

The definitions of the (sub-)bases of the above topologies are chosen in this way in order to make the proof of the following proposition trivial [141] (see also [179]).

**Proposition 6.1.4** Let $X, Y$ be two topological spaces, and let $f : X \to Y$ be a multifunction with values in $\mathcal{V} \subseteq \mathcal{P}(Y)$ with $\mathcal{V} \neq \emptyset$. Then

(i) $f : X \to Y$ is lower semi-continuous if and only if the corresponding function $f : X \to \mathcal{V}$ is continuous with respect to the lower topology on $\mathcal{V}$;

(ii) $f : X \to Y$ is upper semi-continuous if and only if $f : X \to \mathcal{V}$ is continuous with respect to the upper topology on $\mathcal{V}$; and
(iii) \( f : X \to Y \) is continuous if and only if \( f : X \to \mathcal{V} \) is continuous with respect to the Vietoris topology on \( \mathcal{V} \).

Moreover, these three topologies on \( \mathcal{V} \) are the only ones that have these properties. \( \square \)

In general, for an arbitrary collection of subsets \( \mathcal{V} \) of a space \( X \), the upper, lower and Vietoris topologies on \( \mathcal{V} \) do not ensure that the resulting space is \( T_0 \).

**Lemma 6.1.5** Let \( \mathcal{V} \) be a set of subsets of a space \( X \), and \( A, B \in \mathcal{V} \),

(i) \( A \preceq B \) in the preorder induced by the lower topology on \( \mathcal{V} \) if and only if \( \text{cl}(A) \subseteq \text{cl}(B) \), where \( \text{cl} \) is the closure operator induced by the topology on \( X \);

(ii) \( A \preceq B \) in the preorder induced by the upper topology on \( \mathcal{V} \) if and only if \( \uparrow A \supseteq \uparrow B \), where the upper closure is taken with respect to the specialization preorder of \( X \);

(iii) \( A \preceq B \) in the preorder induced by the Vietoris topology on \( \mathcal{V} \) if and only if both \( \text{cl}(A) \subseteq \text{cl}(B) \) and \( \uparrow A \supseteq \uparrow B \).

**Proof.** (i) Let \( o \in \mathcal{O}(X) \) be such that \( A \in L_o \). Since \( A \subseteq \text{cl}(A) \), \( \text{cl}(A) \cap o \neq \emptyset \). If \( \text{cl}(A) \subseteq \text{cl}(B) \) then also \( \text{cl}(B) \cap o \neq \emptyset \). It follows that also \( B \cap o \neq \emptyset \), because otherwise \( B \subseteq X \setminus o \) would imply \( \text{cl}(B) \subseteq X \setminus o \), contradicting \( B \cap o \neq \emptyset \). Hence \( B \in L_o \). For the converse, assume \( A \in L_o \) implies \( B \in L_o \) for every open \( o \). Since \( B \subseteq \text{cl}(B) \), \( B \not\in L_X \setminus \text{cl}(B) \). Hence also \( A \not\in L_X \setminus \text{cl}(B) \), that is, \( A \subseteq \text{cl}(B) \). Therefore \( \text{cl}(A) \subseteq \text{cl}(B) \).

(ii) Assume \( A \in U_o \) for some \( o \in \mathcal{O}(X) \). Then \( \uparrow A \subseteq o \) by definition of specialization preorder. If \( \uparrow A \supseteq \uparrow B \), then also \( \uparrow B \subseteq o \). But \( B \subseteq \uparrow B \), thus \( B \in U_o \). Conversely, assume \( A \in U_o \) implies \( B \in U_o \) for every open \( o \). Since \( \uparrow A = \bigcap \{ o \in \mathcal{O}(X) \mid A \subseteq o \} \), we can immediately conclude that \( \uparrow A \supseteq \uparrow B \).

(iii) Combine the two previous items. \( \square \)

The above lemma justifies the following restriction which considers only certain kinds of subsets of a space. Starting from a topological space \( X \), we consider three spaces of subsets of \( X \):

(i) the lower powerspace of \( X \), denoted by \( \mathcal{P}_l(X) \) and defined as the collection of all closed subsets of \( X \) taken with the lower topology;
(ii) the upper powerspace of \( X \), denoted by \( \mathcal{P}_u(X) \) and defined as the collection of all upper closed subsets of \( X \) taken with the upper topology; and

(iii) the convex powerspace of \( X \), denoted by \( \mathcal{P}_c(X) \) and defined as the collection of all convex closed subsets of \( X \) taken with the Vietoris topology, where \( S \subseteq X \) is convex closed if \( S = cl(S) \cap \uparrow S \).

Variations of the above powerspaces can be obtained by deleting the empty set or restricting to finitarily specifiable subsets using compact sets. Below we denote by \( \mathcal{P}^c(X) \) the collection of all upper closed and compact subsets of \( X \) taken with the upper topology, whereas \( \mathcal{P}_c^c(X) \) denotes the collection of all convex closed and compact subsets of \( X \) taken with the Vietoris topology.

From Lemma 6.1.5 it follows that the three powerspaces above are \( \tau_0 \) (more precisely, they are isomorphic in \( \text{Sp} \) to the \( \tau_0 \)-ification of \( \mathcal{P}(X) \) taken with the lower, upper and Vietoris topology, respectively).

Let \( X \) and \( Y \) be two topological spaces. Three posets of topological state transformers can be identified:

- the lower state transformers, i.e. continuous functions from \( X \) to \( \mathcal{P}_l(Y) \) ordered by the pointwise extension of the specialization preorder induced by the lower topology;
- the upper state transformers, i.e. continuous functions from \( X \) to \( \mathcal{P}_u(Y) \) ordered by the pointwise extension of the specialization preorder induced by the upper topology;
- the convex state transformers, i.e. continuous functions from \( X \) to \( \mathcal{P}_c(Y) \) ordered by the pointwise extension of the specialization preorder induced by the Vietoris topology.

The above domains of topological state transformers can be related to the three domains of state transformers introduced in Chapter 3 as follows. Let \( X, Y \) be two sets, and consider the flat epl \( Y_\bot \) taken with the Scott topology. Then, by definition of the Scott topology on \( Y_\bot \),

\[
\mathcal{P}_l(Y_\bot) = \{ S \subseteq Y \cup \{ \bot \} \mid S \neq \emptyset \Rightarrow \bot \in S \},
\]

\[
\mathcal{P}_u(Y_\bot) = \mathcal{P}(Y) \cup \{ Y_\bot \},
\]

\[
\mathcal{P}_c(Y_\bot) = \mathcal{P}(Y \cup \{ \bot \}).
\]

Hence \( \mathcal{P}_l(Y_\bot) \setminus \{ \emptyset \} \cong \mathcal{P}(Y) \). If we take \( X \) with the discrete topology then every function from \( X \) to one of the three powerspaces above is continuous.
By the Definitions 3.2.6, 3.2.1 and 3.2.9 of the Hoare, Smyth, and Egli-Milner state transformers, respectively, it follows that

\[
ST_H(X, Y) \equiv X \rightarrow (P(Y) \setminus \{\emptyset\}),
\]

\[
ST_S(X, Y) = X \rightarrow P_u(Y), \quad \text{and}
\]

\[
ST_E(X, Y) = X \rightarrow P_c(Y).
\]

A subset of \( Y \) is compact in the Scott topology if and only if it is either finite or contains the bottom element \( \bot \). Therefore

\[
ST^\text{fin}_S(X, Y) = X \rightarrow P^\alpha_u(Y) \quad \text{and} \quad ST^\text{fin}_E(X, Y) = X \rightarrow P^\alpha_c(Y).
\]

In the next section we relate the lower, the upper and the convex state transformers with predicate transformers between affirmative predicates.

### 6.2 Topological predicate transformers

Since affirmative predicates are identified with the open sets of a topological space, functions from \( \mathcal{O}(Y) \) to \( \mathcal{O}(X) \) are the appropriate topological generalization of predicate transformers. For ordinary predicate transformers, complete multiplicativity (preservation of arbitrary meets) is required to rule out those predicate transformers which represent ‘imaginary programs’ (specifications). In addition, Scott continuity is required on predicate transformers to characterize ‘computable’ programs. While the latter constraint can be easily exported to our topological generalization of predicate transformers (open sets are closed under arbitrary unions), the condition of complete multiplicativity requires more attention: open sets are not closed under arbitrary intersections.

**Definition 6.2.1** Let \( X \) and \( Y \) be two topological spaces. A function \( \pi \) from the lattice of opens \( \mathcal{O}(Y) \) to the lattice of opens \( \mathcal{O}(X) \) is said to be \( M \)-multiplicative if whenever \( \bigcap P \subseteq \bigcap Q \) then also \( \bigcap \pi(P) \subseteq \bigcap \pi(Q) \), for all \( P, Q \subseteq \mathcal{O}(Y) \). The collection of all \( M \)-multiplicative functions from \( \mathcal{O}(Y) \) to \( \mathcal{O}(X) \) is denoted by \( \mathcal{O}(Y) \rightarrow_M \mathcal{O}(X) \).

Intuitively, an \( M \)-multiplicative predicate transformer preserves specifications: if a specification \( Q \) on the output space of some program (denoted by an \( M \)-multiplicative predicate transformer \( \pi \)) is refined by another specification \( P \),
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then every input $x$ which makes the output of the program satisfy $P$ should also make the the output of the program satisfy $Q$.

One can easily verify that M-multiplicative functions are monotone with respect to subset inclusion. Moreover, they preserve all intersections of open sets which are open. Since in every space the empty intersection is the top element in the lattice of open sets, M-multiplicative functions are top-preserving. For M-multiplicative functions we can prove the following stability lemma which generalizes Lemma 3.3.5.

**Lemma 6.2.2** Given two spaces $X$ and $Y$, let $\pi : O(Y) \rightarrow_M O(X)$ be an M-multiplicative function. Then

$$x \in \pi(u) \text{ if and only if } \bigcap\{o \in O(Y) \mid x \in \pi(o)\} \subseteq u$$

for every $u$ open in $Y$ and $x \in X$.

**Proof.** The direction from left to right is obvious. For the converse we use M-multiplicativity: if $\bigcap\{o \in O(Y) \mid x \in \pi(o)\} \subseteq u$ then $\bigcap\{\pi(o) \mid x \in \pi(o)\} \subseteq \pi(u)$. Hence $x \in \pi(u)$. □

The M-multiplicative functions arise naturally from upper semi-continuous multifunctions. If $f : X \rightarrow Y$ is an upper semi-continuous multfunction, then its upper inverse $f^+ : O(Y) \rightarrow O(X)$ is an M-multiplicative predicate transformer. Assume $\bigcap P \subseteq \bigcap Q$ for $P$ and $Q$ arbitrary collections of opens of $Y$, and let $x \in \bigcap\{f^+(o) \mid o \in P\}$. Then $f(x) \subseteq o$ for all $o \in P$ and hence $f(x) \subseteq o$ for all $o \in Q$. Therefore $x \in \bigcap\{f^+(o) \mid o \in Q\}$, which proves $f^+$ is M-multiplicative.

Dually, if $f : X \rightarrow Y$ is a lower semi-continuous multifunction then its lower inverse $f^- : O(Y) \rightarrow O(X)$ preserves all unions, that is, $f^-$ is completely additive. The collection of all completely additive functions from $O(Y)$ to $O(X)$ is denoted by $O(Y) \rightarrow_A O(X)$. For completely additive functions we have the following stability lemma.

**Lemma 6.2.3** Given two spaces $X$ and $Y$, let $\pi : O(Y) \rightarrow_A O(X)$ be a completely additive function. Then

$$x \not\in \pi(u) \text{ if and only if } u \subseteq \bigcup\{o \in O(Y) \mid x \not\in \pi(o)\}$$
for every $u$ open in $Y$ and $x \in X$.

**Proof.** The direction from left to right is obvious. Conversely, if $u \subseteq \bigcup \{ o \in \mathcal{O}(Y) \mid x \not\in \pi(o) \}$ then $\pi(u) \subseteq \bigcup \{ \pi(o) \mid x \not\in \pi(o) \}$ because $\pi$ is completely additive (and hence also monotone). Therefore $x \not\in \pi(u)$. □

Notice that the completely additive functions are about refutative predicates. Next we provide duality results between state transformers and topological predicate transformers. They extend the results of Chapter 3 to arbitrary topological spaces. Both the order-theoretic and the metric state transformers are instances of topological state transformers. Since there is a rich semantical theory for order-based state transformers as well as for metric-based state transformers, the dualities below give an indirect way to define predicate transformer semantics for programming languages.

*Lower state transformers*

Lower state transformers are related to completely additive predicate transformers. The isomorphism below can be used to give a semantic interpretation of one domain in terms of the other. The mapping $\gamma$ from state transformers to predicate transformers explains that lower state transformers model non-deterministic computations which ‘may’ satisfy an affirmative predicate. Conversely, the map $\gamma^{-1}$ from predicate transformers to state transformers tells us that completely additive predicate transformers are about safety: a state $x$ satisfies $\pi(P)$ if the computation represented by $\pi$ at input $x$ is guaranteed not to terminate in a state not satisfying the affirmative predicate $P$.

**Theorem 6.2.4** Let $X$ and $Y$ be two topological spaces. The poset of lower state transformers $X \rightarrow \mathcal{P}_l(Y)$ is order isomorphic to the poset of completely additive functions $\mathcal{O}(Y) \rightarrow_A \mathcal{O}(X)$.

**Proof.** We use Proposition 6.1.4. For every continuous function $f : X \rightarrow \mathcal{P}_l(Y)$ and completely additive predicate transformer $\pi : \mathcal{O}(Y) \rightarrow_A \mathcal{O}(X)$ define the maps $f \mapsto \gamma(f)$ and $\pi \mapsto \gamma^{-1}(\pi)$ by

$$\gamma(f) = \lambda o \in \mathcal{O}(Y). \{ x \in X \mid f(x) \cap o \neq \emptyset \}$$

and

$$\gamma^{-1}(\pi) = \lambda x \in X. Y \setminus \bigcup \{ o \in \mathcal{O}(Y) \mid x \not\in \pi(o) \}.$$
First note that \( \gamma(f)(o) = f^-(o) \). Hence \( \gamma(f) \) is completely additive and, because \( f \) is lower semi-continuous as multifunction, well-defined. To prove that \( \gamma^{-1}(\pi) \) is lower semi-continuous we see that clearly \( \gamma^{-1}(\pi)(x) \) is a closed subset of \( Y \) for every \( x \in X \), and moreover, for every \( o \in \mathcal{O}(Y) \),

\[
(\gamma^{-1}(\pi))^{-}(o) = \{ x \in X \mid \gamma^{-1}(\pi)(x) \cap o \neq \emptyset \}
= \{ x \in X \mid o \not\subseteq \bigcup\{ u \in \mathcal{O}(Y) \mid x \not\in \pi(u) \} \}
= \{ x \in X \mid x \in \pi(o) \} \quad [\text{Lemma 6.2.3}]
= \pi(o).
\]

Since \( \pi(o) \) is open in \( X \), \( \gamma^{-1}(\pi) \) is lower semi-continuous. Thus it is well-defined. The above also proves that \( \gamma^{-1} \) is a right inverse of \( \gamma \). It is also a left inverse because, for every \( x \in X \),

\[
\gamma^{-1}(\gamma(f))(x) = Y \setminus \bigcup\{ o \in \mathcal{O}(Y) \mid x \not\in \gamma(f)(o) \}
= Y \setminus \bigcup\{ o \in \mathcal{O}(Y) \mid f(x) \cap o = \emptyset \}
= \bigcap\{ c \in \mathcal{C}(Y) \mid f(x) \subseteq c \}
= f(x),
\]

where the latter equality follows because \( f(x) \) is closed in \( Y \). Preservation of orders is immediate. \( \square \)

If a continuous function \( f : X \to \mathcal{P}_l(Y) \) is non-empty for all \( x \in X \), then \( \gamma(f) \) is strict, whereas, if \( \pi : \mathcal{O}(Y) \to \mathcal{A}(\mathcal{O}(X)) \) is a strict a completely additive predicate transformer then \( \gamma^{-1}(\pi)(x) \neq \emptyset \) for all \( x \in X \).

The following corollary restricts the above duality to a finitary one for locally open compact spaces.

**Corollary 6.2.5** Let \( X \) and \( Y \) be two locally open compact spaces. The poset of lower state transformers \( X \to \mathcal{P}_l(Y) \) is order isomorphic to the poset of finitely additive functions in \( \mathcal{K}\mathcal{O}(Y) \to \mathcal{K}\mathcal{O}(X) \).

**Proof.** Since \( X \) and \( Y \) are locally open compact, the collections of their compact open sets form bases for their respective topologies. Moreover, because a function preserves all joins if and only if it preserves all the directed joins and the finite ones, the order isomorphism of Theorem 6.2.4 cuts down to an order
isomorphism between \( X \rightarrow \mathcal{P}_i(Y) \) and the finite unions preserving functions in \( \mathcal{KO}(Y) \rightarrow \mathcal{KO}(X) \). \( \square \)

A natural question is whether the locally open compact spaces are closed under the lower powerspace construction. The answer is given in the following proposition which is similar to Proposition 6.11 in [170].

**Proposition 6.2.6** If \( X \) is a locally open compact space then so is \( \mathcal{P}_i(X) \).

**Proof.** Let \( X \) be a locally open compact space, and let \( A \in \mathcal{P}_i(X) \) be such that \( A \in L_{o_1} \cap \ldots \cap L_{o_n} \), where all \( o_i \)'s are open subsets of \( X \). In order to show that \( \mathcal{P}_i(X) \) is also locally open compact we have to find an open compact set of \( \mathcal{P}_i(X) \) containing \( A \) as element and contained in \( L_{o_1} \cap \ldots \cap L_{o_n} \). Since \( A \in L_{o_1} \cap \ldots \cap L_{o_n} \) we can find \( x_i \in A \cap o_i \). By locally open compactness of \( X \) we can therefore find compact open subsets \( u_i \) of \( X \) such that \( x_i \in u_i \subseteq o_i \) for all \( i \in \{1, \ldots, n\} \). Consider the open set \( L_{u_1} \cap \ldots \cap L_{u_n} \) of \( \mathcal{P}_i(X) \). By construction \( A \in L_{u_1} \cap \ldots \cap L_{u_n} \subseteq L_{o_1} \cap \ldots \cap L_{o_n} \). It remains to prove the compactness of \( L_{u_1} \cap \ldots \cap L_{u_n} \). Using Proposition 5.3.4 (Alexander sub-basis theorem) it is enough to find a finite subset \( K \subseteq J \) for every index set \( J \) such that \( L_{u_1} \cap \ldots \cap L_{u_n} \subseteq \bigcup_{J} L_{o_j} \), where all \( o_j \)'s are open subsets in \( X \). If \( L_{u_1} \cap \ldots \cap L_{u_n} \subseteq \bigcup_{J} L_{o_j} \) then \( u_1 \cup \ldots \cup u_n \subseteq \bigcup_{J} o_j \). Hence, by compactness of \( u_i \) it follows that there exists a finite index set \( K \subseteq J \) such that \( u_1 \cup \ldots \cup u_n \subseteq \bigcup_{K} \). Therefore \( L_{u_1} \cap \ldots \cap L_{u_n} \subseteq \bigcup_{K} L_{o_j} \), from which the required compactness follows. \( \square \)

Closure properties of the lower space construction have been extensively studied by Schalk in her thesis [170]. Using the lower powerlocale as defined in [166], Schalk [170, Proposition 6.26] proved that sober spaces are closed under the lower space construction. Algebraic cpo’s taken with the Scott topology are sober and locally open compact (see Chapter 5). What is the connection between the lower space and the Hoare powerdomain of an algebraic cpo? For \( \omega \)-algebraic cpo’s the question has been answered by Smyth [179], whereas for more general (continuous) domains the answer can be found in [170,4,146].

**Proposition 6.2.7** For an algebraic cpo \( X \), the Hoare powerdomain \( \mathcal{H}(X) \) taken with the Scott topology is isomorphic in \( \text{Sp} \) to the non-empty lower space \( \mathcal{P}_i(X) \setminus \{\emptyset\} \). \( \square \)

Since continuous functions between two algebraic cpo’s \( X \) and \( Y \) with the Scott topology are exactly the functions preserving the least upper bounds of directed sets, from Theorem 6.2.4 and the above proposition we have the
following duality. The poset of Scott continuous functions $X \to \mathcal{H}(Y)$ is order isomorphic to the poset of all strict and completely additive functions from the lattice of Scott opens $\mathcal{O}(Y)$ to the lattice of Scott opens $\mathcal{O}(X)$. If $X$ and $Y$ are SFP-domains, then they are spectral in the Scott topology. Hence, by Corollary 6.2.5, the poset of Scott continuous functions $X \to \mathcal{H}(Y)$ is order isomorphic to the poset of strict and finitely additive functions from the distributive lattice of Scott compact opens $\mathcal{K} \mathcal{O}(Y)$ to the lattice of Scott compact opens $\mathcal{K} \mathcal{O}(X)$.

Let $Y$ be a metric space taken with the metric topology. By definition, the underlying set of the lower space $\mathcal{P}_l(Y)$ coincides with that of the closed powerdomain $\mathcal{P}_c(Y)$. If $X$ is any discrete metric space, then every function from $X$ to $\mathcal{P}_l(Y)$ is lower semi-continuous. By Theorem 6.2.4, the set of all functions $X \to \mathcal{P}_c(Y)$ is isomorphic to the set of all completely additive functions from the lattice of metric opens $\mathcal{O}(Y)$ to the lattice of metric opens $\mathcal{O}(X)$ (since $X$ is discrete, the latter coincides with the discrete topology on $X$). In case both $X$ and $Y$ are compact ultra-metric spaces (and hence Stone spaces in their metric topology) we can use the characterization of Corollary 6.2.5. Notice that the lower topology on $\mathcal{P}_c(Y)$ (which is $\mathcal{T}_0$) does not coincide with the metric topology (which is $\mathcal{T}_2$). We need to consider non-symmetric metric spaces. For $\omega$-algebraic complete quasi metric spaces a result which generalizes Proposition 6.2.7 is presented in [35].

*Upper state transformers*

Next we give a duality between upper state transformers and $M$-multiplicative predicate transformers. Intuitively, upper state transformers are models for non-deterministic computations of which the outputs ‘must’ satisfy a given affirmative predicate. For an $M$-multiplicative predicate transformer $\pi$, a state $x$ satisfies $\pi(P)$ if the computation represented by $\pi$ at input $x$ is guaranteed to terminate in a state satisfying the affirmative predicate $P$.

According to the informal definition of safety and liveness predicates given in [126], an arbitrary predicate can always be expressed as the intersection of a safety and a liveness predicate. This fact leads [8] to the topological definition of safety predicates as closed subsets, whereas a liveness predicate can be identified with a *dense subset* (the complement does not contain non-empty open sets). It is not hard to see that in any topological space $X$, any subset of $X$ can be expressed as the intersection of a closed set with a dense one.
Since we are concerned with affirmative and refutative predicates, it is clear that M-multiplicative predicate transformers are not liveness predicate transformers in the sense of [126].

**Theorem 6.2.8** Let $X$ and $Y$ be two topological spaces. The poset of upper state transformers $X \rightarrow \mathcal{P}_u(Y)$ is order isomorphic to the poset of M-multiplicative functions $\mathcal{O}(Y) \rightarrow_M \mathcal{O}(X)$.

**Proof.** The proof is similar to that of Theorem 6.2.4, making use of Proposition 6.1.4. For every continuous function $f : X \rightarrow \mathcal{P}_u(Y)$ and M-multiplicative predicate transformer $\pi : \mathcal{O}(Y) \rightarrow_M \mathcal{O}(X)$ define the assignments $f \mapsto \omega(f)$ and $\pi \mapsto \omega^{-1}(\pi)$ by

$$\omega(f) = \lambda o \in \mathcal{O}(Y), \{x \in X \mid f(x) \subseteq o\} \quad \text{and}$$

$$\omega^{-1}(\pi) = \lambda x \in X, \cap \{o \in \mathcal{O}(Y) \mid x \in \pi(o)\}.$$  

For every open $o$ of $Y$, $\omega(f)(o) = f^+(o)$. Hence $\omega(f)$ is M-multiplicative and, because $f$ is upper semi-continuous as multifunction, well-defined. To prove that $\omega^{-1}(\pi)$ is well-defined, observe that an arbitrary intersection of open sets is upper closed with respect to the specialization order, and, for every $o \in \mathcal{O}(Y)$,

$$(\omega^{-1}(\pi))^+(o) = \{x \in X \mid \omega^{-1}(\pi)(x) \subseteq o\}$$

$$= \{x \in X \mid \bigcap\{o \in \mathcal{O}(Y) \mid x \in \pi(o)\} \subseteq o\}$$

$$= \{x \in X \mid x \in \pi(o)\} \quad \text{[Lemma 6.2.2]}$$

Since $\pi(o)$ is open in $X$, $\omega^{-1}(\pi)$ is upper semi-continuous. Thus it is well-defined. The above also proves that $\omega^{-1}$ is a right inverse of $\omega$. It is also a left inverse because, for every $x \in X$,

$$\omega^{-1}(\omega(f))(x) = \bigcap\{o \in \mathcal{O}(Y) \mid x \in \omega(f)(o)\}$$

$$= \bigcap\{o \in \mathcal{O}(Y) \mid f(x) \subseteq o\}$$

$$= f(x),$$

where the latter equality follows because $f(x)$ is upper closed in $Y$, and hence a saturated set. Preservation of orders is immediate. \(\square\)
As for the case of lower state transformers, if we exclude the empty set as possible output result of an upper state transformer then the corresponding restriction on M-multiplicative predicate transformers is strictness.

For every space \( X \), the underlying set of the upper space \( \mathcal{P}_u(X) \) ordered by the specialization preorder is a complete lattice. If \( X \) is a \( T_1 \) space, then the underlying set of \( \mathcal{P}_u(X) \) coincides with the full powerset of \( X \) because every set is upper closed.

What restrictions are needed on the underlying space in order that the compact restriction of the upper powerspace is a dcpo or an algebraic dcpo? For a dcpo the question has been answered in [108]: the underlying space should be sober. This is proved using a bijective correspondence between the elements of the compact upper powerspace (compact saturated sets) and the Scott open filters of the lattice of opens sets (for a proof of this statement we refer the reader to Corollary 9.3.11).

**Proposition 6.2.9** Let \( X \) be a sober space. If \( S \) is an arbitrary collection of compact saturated subsets of \( X \) directed with respect to superset inclusion then \( \bigcap S \) is also saturated and compact. Moreover, for any open \( o \in \mathcal{O}(X) \), if \( \bigcap S \subseteq o \) then there exists \( q \in S \) such that \( q \subseteq o \). \( \Box \)

The first statement of the above proposition gives soberness as a sufficient condition for the compact upper powerspace to be a dcpo (more generally, Schalk proved that if a space is sober then so is its non-empty compact upper space [170, Lemma 7.20]). The second statement says that compact opens are compact elements for the dcpo \( \mathcal{P}_u^\omega(X) \). However this dcpo need not to be algebraic. The algebraicity is obtained by restricting the attention to sober and locally open compact spaces.

**Lemma 6.2.10** Let \( X \) be a sober locally open compact space. The underlying set of the compact upper space \( \mathcal{P}_u^\omega(X) \) ordered by the specialization order is an algebraic dcpo with as compact elements the compact open sets. Moreover, the Scott topology on \( \mathcal{P}_u^\omega(X) \) coincides with the upper topology.

**Proof.** We need to prove that every compact saturated set \( q \) can be expressed as least upper bound of the compact open sets below \( q \). Because \( X \) is locally open compact, every open set can be obtained as a directed union of compact opens. Hence, if \( q \) is a compact saturated set such that \( q \subseteq o \) for some open set \( o \), then there exists a compact open \( u \) such that \( q \subseteq u \subseteq o \). For a compact saturated sets \( q \), this implies
\[ q = \bigcap \{ o \in \mathcal{O}(X) \mid q \subseteq o \} = \bigcap \{ u \in \mathcal{K}\mathcal{O}(X) \mid q \subseteq u \}. \]

Hence the collection of compact saturated sets is an algebraic dcpo when ordered by superset inclusion.

Next we prove that the Scott topology and the upper topology on \( \mathcal{P}_u(X) \) coincide. The upper closure of a compact open \( o \) in \( \mathcal{P}_u(X) \) is a basic open for the Scott topology, and by definition it coincides with the basic open \( U_o = \{ q \mid q \subseteq o \} \) of the upper topology. Hence the Scott topology on \( \mathcal{P}_u(X) \) is included in the upper topology. Conversely, let \( o \in \mathcal{O}(X) \) and consider the basic open set \( U_o \) of the upper topology on \( \mathcal{P}_u(X) \). It is clearly upper closed, and if \( S \subseteq \mathcal{P}_u(X) \) is a directed set such that \( \bigcap S \subseteq U_o \) then, by Corollary 6.2.9, there exists \( q \in S \) such that \( q \subseteq o \). Therefore \( U_o \) is Scott open. \( \square \)

Since algebraic dcpo’s taken with the Scott topology are sober, the above lemma implies that the compact upper space of a locally open compact sober space is again sober. In particular, if \( X \) is an algebraic cpo, then so is the poset of all Scott compact saturated subsets of \( X \) ordered by superset inclusion. The following characterization theorem can be found in [179] for \( \omega \)-algebraic cpo’s, and in [4,146] for the general case.

**Proposition 6.2.11** Let \( X \) be an algebraic cpo taken with the Scott topology. The Smyth powerdomain \( \mathcal{S}(X) \) together with its Scott topology is isomorphic in \( \mathbf{Sp} \) to the non-empty, compact upper powerspace \( \mathcal{P}_u^\omega(X) \setminus \{ \emptyset \} \). \( \square \)

In order to apply the isomorphism of Theorem 6.2.8 to upper state transformers with values in an upper compact subset, we need to find a corresponding restriction on the predicate transformer side. The definition of compact sets as finitarily specifiable theory introduced in Chapter 5 is of help here.

**Theorem 6.2.12** Let \( X \) and \( Y \) be two topological spaces. The isomorphism of Theorem 6.2.8 restricts to an order isomorphism between the poset of compact upper state transformers \( X \rightarrow \mathcal{P}_u^\omega(Y) \) and the poset of \( M \)-multiplicative and Scott continuous functions \( \mathcal{O}(Y) \rightarrow \mathcal{O}(X) \).

**Proof.** Let \( f \in X \rightarrow \mathcal{P}_u^\omega(Y) \). Also let \( \pi : \mathcal{O}(Y) \rightarrow \mathcal{O}(X) \) be a Scott continuous function. We need to prove \( \omega(f) \) Scott continuous and \( \omega^{-1}(\pi)(x) \) compact for all \( x \in X \). Let \( S \) be a directed subset of opens in \( Y \).

If \( x \in \omega(f)(\bigcup S) \) then \( f(x) \subseteq \bigcup S \). By compactness of \( f(x) \) it follows that \( f(x) \subseteq o \) for some \( o \in S \). Therefore \( x \in \bigcup \{ \omega(f)(o) \mid o \in S \} \). Since \( \omega(f) \) is
monotone, being $M$-multiplicative, it follows that $\omega(f)$ is Scott continuous.

Take now $x \in X$ and assume $\omega^{-1}(\pi)(x) \subseteq \bigcup S$. By Lemma 6.2.2 then $x$ is in $\pi(\bigcup S)$. Since $\pi$ is Scott continuous, there exists $o \in S$ such that $x \in \pi(o)$. Using Lemma 6.2.2 again it follows that $\omega^{-1}(\pi)(x) \subseteq o$, that is $\omega^{-1}(\pi)(x)$ is compact. □

Using Corollary 9.3.11, Smyth [179] was the first who realized that for a sober space $Y$, the poset of upper state transformers $X \rightarrow \mathcal{P}_u^\infty(Y)$ is order isomorphic to the poset of finitely multiplicative and Scott continuous functions in $\mathcal{O}(Y) \rightarrow \mathcal{O}(X)$. In the above theorem, we do not have the requirement of $Y$ being sober, but we consider $M$-multiplicativity instead of finitely multiplicativity. Hence, if $Y$ is a sober space then a (Scott-)continuous function in $\mathcal{O}(Y) \rightarrow \mathcal{O}(X)$ is finite multiplicative if and only if it is $M$-multiplicative. Best [29] has proved a similar result for countable flat cpo’s.

**Corollary 6.2.13** Let $X$ and $Y$ be two sets and let $\pi : \mathcal{P}(Y) \rightarrow \mathcal{P}(X)$ Scott continuous. If $\pi$ preserves binary intersections then it preserves all non-empty intersections.

**Proof.** Consider the flat dcpo $Y_\perp$ taken with the Scott topology. Notice that the latter equals $\mathcal{P}(Y) \cup \{Y_\perp\}$. Hence we can extend $\pi$ to a Scott-continuous function from $\mathcal{O}(Y_\perp) \rightarrow \mathcal{P}(X)$ by mapping $\pi(Y_\perp) = X$. If $\pi$ preserves binary intersections then its extension preserves all finite intersections (being top preserving). Since $Y_\perp$ is a sober space, the extension of $\pi$ is $M$-multiplicative. Hence $\pi : \mathcal{P}(Y) \rightarrow \mathcal{P}(X)$ preserves all non-empty intersections. □

Another consequence of the combination of the result of Smyth [179] and Theorem 6.2.12 is the following.

**Corollary 6.2.14** Let $X$ and $Y$ be two spectral spaces. The poset of compact upper state transformers $X \rightarrow \mathcal{P}_u^\infty(Y)$ is order isomorphic to the poset of finitely multiplicative functions in $\mathcal{KO}(Y) \rightarrow \mathcal{KO}(X)$.

**Proof.** Since $Y$ is spectral, it is also sober. Moreover the intersection of compact opens is compact open by definition. Hence every Scott continuous and $M$-multiplicative function $\pi : \mathcal{O}(Y) \rightarrow \mathcal{O}(X)$ restricts to a finite meet preserving function in $\mathcal{KO}(Y) \rightarrow \mathcal{KO}(X)$. Conversely, every finite meet preserving function $\pi : \mathcal{KO}(Y) \rightarrow \mathcal{KO}(X)$ extends by means of ideal completion uniquely
to a Scott continuous and finite meet preserving function in $\mathcal{O}(Y) \to \mathcal{O}(X)$ the restriction of which to compact sets is exactly $\pi$. Since $Y$ is sober, this extension of $\pi$ is M-multiplicative. □

Let $X$ and $Y$ be two algebraic cpo’s. From Theorem 6.2.8 and Proposition 6.2.11 we have that the poset of Scott continuous functions $X \to \mathcal{S}(Y)$ is order isomorphic to the poset of strict, Scott continuous and finite multiplicative functions from the lattice of Scott opens $\mathcal{O}(Y)$ to the lattice of Scott opens $\mathcal{O}(X)$. Moreover, if $X$ and $Y$ are SFP-domains, then they are spectral in the Scott topology. Hence, by Corollary 6.2.14, the poset of Scott continuous functions from $X \to \mathcal{S}(Y)$ is order isomorphic to the poset of strict and finitely multiplicative functions from the distributive lattice of Scott compact opens $\mathcal{K}\mathcal{O}(Y)$ to the lattice of Scott compact opens $\mathcal{K}\mathcal{O}(X)$.

Let $X$ be a discrete metric space and let $Y$ be a metric space. Thus every function from $X$ to $\mathcal{P}^\omega_u(Y)$ is continuous. Notice that the underlying sets of $\mathcal{P}^\omega_u(Y)$ and of the metric compact powerdomain $\mathcal{P}^\omega(Y)$ coincide. Therefore, by Theorem 6.2.12, the set of all functions $X \to \mathcal{P}^\omega(Y)$ is isomorphic to the set of all Scott continuous and finitely multiplicative functions from the lattice of metric opens $\mathcal{O}(Y)$ to the lattice of metric opens $\mathcal{O}(X)$. In case both $X$ and $Y$ are compact ultra-metric spaces, the set $X \to \mathcal{P}^\omega(Y)$ is isomorphic to the set of strict and finitely multiplicative functions from the distributive lattice of metric compact opens $\mathcal{K}\mathcal{O}(Y)$ to the lattice of metric compact opens $\mathcal{K}\mathcal{O}(X)$.

### 6.3 Pairs of predicate transformers

In Chapter 3 we have seen that the Egli-Milner state transformers are dual to the Nelson predicate transformers. The natural topological generalization of the Egli-Milner state transformers are the convex state transformers. In order to generalize the Nelson predicate transformers we need to consider pairs $\langle \pi, \rho \rangle$ of topological predicate transformers, where $\pi$ is M-multiplicative and $\rho$ is completely additive. In this way we can model both the positive and the negative information about a computation. However, we have to restrict our considerations to those pairs $\langle \pi, \rho \rangle$ of predicate transformers which represent the same computation. What we need is a stability lemma similar to Lemma 6.2.2 and Lemma 6.2.3. The definition below is inspired by the work of Johnstone [113] on the Vietoris powerlocale.
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Chapter 6. Powerspaces, multifunctions and predicate transformers

**Definition 6.3.1**  Given two spaces $X$ and $Y$, a pair $(\pi, \rho)$ of functions from $\mathcal{O}(Y)$ to $\mathcal{O}(X)$ is said to be jointly multiplicative if $\pi$ is $M$-multiplicative, $\rho$ is completely additive, and

(i) $\pi(o_1 \cup o_2) \subseteq \pi(o_1) \cup \rho(o_2)$, and
(ii) $(\bigcap S \cap o_1) \subseteq o_2$ implies $(\bigcap \{\pi(o) \mid o \in S\} \cap \rho(o_1)) \subseteq \rho(o_2)$.

for opens $o_1, o_2$ of $Y$ and $S \subseteq \mathcal{O}(Y)$. Jointly multiplicative functions are ordered componentwise by the extension to functions of subset inclusion.

For a pair $(\pi, \rho)$ of jointly multiplicative functions, according to the above definition there are two ‘non-observable’ requirements (in the sense that they involve sets which need not to be open): the $M$-multiplicativity of $\pi$ and the second condition of joint multiplicity. In the previous section we have shown that if $\pi$ is Scott continuous and the space $Y$ is sober, then $M$-multiplicativity is equivalent to finite multiplicativity. The latter is clearly an observable and finitary requirement.

The non-observability of condition (ii) of Definition 6.3.1 is more delicate. In locale theory, for the construction of the Vietoris powerlocale the following condition is required [113] instead of (ii),

$$\pi(o_1) \cap \rho(o_2) \subseteq \rho(o_1 \cap o_2) \quad (6.1)$$

for all $o_1, o_2 \in \mathcal{O}(Y)$. Notice that (i) of Definition 6.3.1 and the above (6.1) are the modal axioms relating the $\Box$ and $\Diamond$ operators in negation free modal logic (often called Hennessy-Milner logic) [93].

For all spaces $X$ and $Y$, if $(\pi, \rho)$ is a jointly multiplicative pair of functions from $\mathcal{O}(Y)$ to $\mathcal{O}(X)$ then (6.1) clearly holds. The converse holds if we restrict $Y$ to be a coherent space and $\pi$ to be Scott continuous.

**Lemma 6.3.2**  Let $X$ and $Y$ be two spaces such that $Y$ is coherent. For every pair $(\pi, \rho)$ of Scott continuous functions from $\mathcal{O}(Y)$ to $\mathcal{O}(X)$ such that $\pi$ preserves finite meets, and $\rho$ preserves finite joins, the following two statements are equivalent:

(i) $\pi(o_1) \cap \rho(o_2) \subseteq \rho(o_1 \cap o_2)$ for all $o_1, o_2 \in \mathcal{O}(Y)$;

(ii) $(\bigcap S \cap o_1) \subseteq o_2$ implies $(\bigcap \{\pi(o) \mid o \in S\} \cap \rho(o_1)) \subseteq \rho(o_2)$ for all $o_1, o_2 \in \mathcal{O}(Y)$ and $S \subseteq \mathcal{O}(Y)$. 

143
Moreover, if $Y$ is spectral then both (i) and (ii) are equivalent to

(iii) $\pi(o_1) \cap \rho(o_2) \subseteq \rho(o_1 \cap o_2)$ for all $o_1, o_2 \in K\mathcal{O}(Y)$.

**Proof.** Obviously (ii) implies (i). Hence we concentrate on the opposite direction. Assume $\pi(o) \cap \rho(o') \subseteq \rho(o \cap o')$ for all opens $o$ and $o'$ of $Y$. Let $S \subseteq \mathcal{O}(Y)$ and $o_1, o_2 \in \mathcal{O}(Y)$. Because $Y$ is coherent, every open set $o$ of $Y$ is the union of all the compact saturated subsets $q$ of $Y$ such that there exists $u \in \mathcal{O}(Y)$ with $u \subseteq q \subseteq o$. Hence the set $\bigcap S \cap o_1$ is equivalent to the set

$$\bigcap\{q \in K\mathcal{Q}(Y) | \exists u \in \mathcal{O}(Y) : \exists o \in S \cup \{o_1\}; u \subseteq q \subseteq o\}.$$

Next, we use the fact that $Y$ is sober and that compact saturated sets are closed under finite intersections to reformulate Proposition 6.2.9 as follows. Whenever the intersection of compact saturated sets is contained in an open set then the same is true for an intersection of finitely many of them. This fact justifies that $(\bigcap S \cap o_1) \subseteq o_2$ implies that there exist finitely many compact saturated sets $q_1, \ldots, q_n$ such that $q_1 \cap \ldots \cap q_n \subseteq o_2$, with $u_i \subseteq q_i \subseteq o_i$ for some $o_i \in S \cup \{o_1\}$ and open $u_i \in \mathcal{O}(Y)$. Hence $(q_1 \cap \ldots \cap q_n) \cap o_1 \subseteq o_2$, where, without loss of generality, we can assume, for all $1 \leq i \leq n$, $u_i \subseteq q_i \subseteq o_i$ for some $o_i \in S$ and $u_i \in \mathcal{O}(Y)$.

Let $u = u_1 \cap \ldots \cap u_n$. Since $u_1, \ldots, u_n$ are finitely many open sets, $u$ is also an open set. Moreover $u \cap o_1 \subseteq o_2$ because $u \subseteq q_1 \cap \ldots \cap q_n$. By our assumption on the pair $(\pi, \rho)$, $\pi(u) \cap \rho(o_1) \subseteq \rho(u \cap o_1)$. But $\rho$ is monotone and $u \cap o_1 \subseteq o_2$. Thus $\pi(u) \cap \rho(o_1) \subseteq \rho(o_2)$. Notice that $\bigcap S \subseteq u$ because, for all $1 \leq i \leq n$, $o_i \in S$ and

$$o_i = \bigcup\{u \in \mathcal{O}(Y) | \exists q \in K\mathcal{Q}(Y); u \subseteq q \subseteq o_i\}$$

as $Y$ is coherent. Thus $\bigcap\{\pi(o) | o \in S\} \subseteq \pi(u)$, from which follows that $(\bigcap\{\pi(o) | o \in S\} \cap \rho(o_1)) \subseteq \rho(o_2)$.

Assume now $Y$ is a spectral space. We prove that (iii) implies (i). The other direction follows immediately.

Let $o_1$ and $o_2$ be two open sets of $Y$. Because $Y$ is spectral they can be written as directed union of all compact open sets below them. Below, let $u$ and $v$ range over compact open sets. Because $\pi$ and $\rho$ are both Scott continuous, we have
\[
\pi(o_1) \cap \rho(o_2) = \pi(\bigcup \{u \mid u \subseteq o_1\}) \cap \rho(\bigcup \{v \mid v \subseteq o_2\})
= \bigcup \{\pi(u) \mid u \subseteq o_1\} \cap \bigcup \{\rho(v) \mid v \subseteq o_2\}
= \bigcup \{\pi(u) \cap \rho(v) \mid u \subseteq o_1 \& v \subseteq o_2\}
\subseteq \bigcup \{\rho(u \cap v) \mid u \cap v \subseteq o_1 \cap o_2\} \quad \text{[by (iii)]}
= \rho(o_1 \cap o_2).
\]

Since spectral spaces are coherent, (i) is equivalent to (ii). Hence (iii) implies both (i) and (ii). \(\square\)

As a consequence, if \(Y\) is a coherent space then the jointly multiplicative and Scott continuous predicate transformers \(\langle \pi, \rho \rangle\) from \(\mathcal{O}(Y)\) to \(\mathcal{O}(X)\) can be described using only open sets, substituting finite multiplicativity for \(M\)-multiplicativity, and condition (ii) of Definition 6.3.1 by the equivalent condition (6.1).

**Lemma 6.3.3** Let \(X\) and \(Y\) be two spaces such that \(Y\) is coherent. The poset of all jointly multiplicative and Scott continuous predicate transformers from \(\mathcal{O}(Y)\) to \(\mathcal{O}(X)\) is a cpo.

**Proof.** Let \(D = \{\langle \pi_i, \rho_i \rangle \mid i \in I\}\) be a directed set of jointly multiplicative and Scott continuous functions from \(\mathcal{O}(Y)\) to \(\mathcal{O}(X)\). Define \(\pi(o) = \bigcup_I \pi_i(o)\) and \(\rho(o) = \bigcup_I \rho_i(o)\) for every open \(o\) of \(Y\). By Proposition 6.2.9 and Theorem 6.2.12 the function \(\pi\) is \(M\)-multiplicative and Scott continuous. Thus \(\pi\) is the least upper bound of all \(\pi_i\)'s. The function \(\rho\) is completely additive by definition, and hence is the least upper bound of all \(\rho_i\)'s. We need to prove that \(\langle \pi, \rho \rangle\) is a jointly multiplicative pair.

Let \(o_1\) and \(o_2\) be two open sets of \(Y\). If \(x \in \pi(o_1 \cup o_2)\) then there exists \(k \in I\) such that \(x \in \pi_k(o_1 \cup o_2)\). Since \(\langle \pi_k, \rho_k \rangle\) is jointly multiplicative, \(\pi_k(o_1 \cup o_2) \subseteq \pi_k(o_1) \cup \rho_k(o_2)\). But \(\pi_k(o_1) \subseteq \pi(o_1)\) and \(\rho_k(o_2) \subseteq \rho(o_2)\). Thus \(x \in \pi(o_1) \cup \rho(o_2)\), that is, condition (i) of Definition 6.3.1 holds.

Because \(Y\) is a coherent space, by Lemma 6.3.2, condition (ii) of Definition 6.3.1 is equivalent to the finitary condition (6.1). Assume \(o_1\) and \(o_2\) are two open sets of \(Y\) and let \(x \in \pi(o_1) \cap \rho(o_2)\). By directness of the set \(D\) and the definitions of \(\pi\) and \(\rho\), there exists \(k \in I\) such that \(x \in \pi_k(o_1)\) and \(x \in \rho_k(o_2)\). Since \(\langle \pi_k, \rho_k \rangle\) is jointly multiplicative, \(\pi_k(o_1) \cap \rho_k(o_2) \subseteq \rho_k(o_1 \cap o_2)\). Thus \(x \in \rho_k(o_1 \cap o_2) \subseteq \rho(o_1 \cap o_2)\).
Therefore $\langle \pi, \rho \rangle$ is jointly multiplicative and the poset of all jointly multiplicative and Scott continuous predicate transformers from $\mathcal{O}(Y)$ to $\mathcal{O}(X)$ is a dcpo. The pair of functions mapping every open set of $Y$ to the empty set is jointly multiplicative and Scott continuous. Hence they form the bottom element of the dcpo of jointly multiplicative and Scott continuous predicate transformers. □

We are interested in jointly multiplicative predicate transformers because they represent the positive and the negative information of the same computation, as formally stated in the following stability lemma.

**Lemma 6.3.4** Let $X$ and $Y$ be two spaces and $\langle \pi, \rho \rangle$ be a a pair of jointly multiplicative functions from $\mathcal{O}(Y)$ to $\mathcal{O}(X)$. For $x \in X$, let us denote by $q(x, \pi)$ the set $\cap \{o \in \mathcal{O}(Y) \mid x \in \pi(o)\}$ and by $o(x, \rho)$ the set $\cup \{o \in \mathcal{O}(Y) \mid x \notin \rho(o)\}$. For every $u \in \mathcal{O}(Y)$ we have

(i) $x \in \pi(u)$ if and only if $q(x, \pi) \cap (Y \setminus o(x, \rho)) \subseteq u$,

(ii) $x \notin \rho(u)$ if and only if $q(x, \pi) \cap (Y \setminus o(x, \rho)) \subseteq Y \setminus u$.

**Proof.** (i) The direction from left to right is trivial and hence omitted. Assume $q(x, \pi) \cap (Y \setminus o(x, \rho)) \subseteq u$. Then $q(x, \pi) \subseteq u \cup o(x, \rho)$. Since $o(x, \rho)$ is open (being union of opens) and $\pi$ is M-multiplicative, $x \in \pi(u \cup o(x, \rho))$ by Lemma 6.2.2. But $\pi(u \cup o(x, \rho)) \subseteq \pi(o) \cup \rho(o(x, \rho))$ because $\pi$ and $\rho$ are jointly multiplicative. Since $\rho$ is completely additive we have that $x \notin \rho(o(x, \rho))$ by definition of $o(x, \rho)$. Therefore $x \in \pi(u)$.

(ii) As above we ommitt the direction from left to right because is trivial. Assume $q(x, \pi) \cap (Y \setminus o(x, \rho)) \subseteq Y \setminus u$. Then $q(x, \pi) \cap u \subseteq o(x, \rho)$, which implies

$$\bigcap \{\pi(o) \mid x \in \pi(o)\} \cap \rho(u) \subseteq \rho(o(x, \rho))$$

because $\langle \pi, \rho \rangle$ is jointly multiplicative. Since $\rho$ is completely additive, $x$ is not in $\rho(o(x, \rho))$. But $x \in \bigcap \{\pi(o) \mid x \in \pi(o)\}$, therefore $x \notin \rho(u)$. □

Next we use the above stability lemma to relate jointly multiplicative predicate transformers and convex state transformers by an isomorphism that generalizes the result in Chapter 3 for Nelson predicate transformers.
Theorem 6.3.5 Let $X$ and $Y$ be two spaces. The poset of convex state transformers $X \to \mathcal{P}_c(Y)$ is order isomorphic to the poset of all jointly multiplicative pairs of predicate transformers in $\mathcal{O}(Y) \to \mathcal{O}(X)$. Also, the above isomorphism cuts down to an order isomorphism between compact and convex state transformers $X \to \mathcal{P}^c_\omega(Y)$ and the poset of all pairs of Scott continuous functions in $\mathcal{O}(Y) \to \mathcal{O}(X)$ which are jointly multiplicative.

Proof. For a convex state transformer $f : X \to \mathcal{P}_c(Y)$ define $\eta(f)$ to be the pair of functions from $\mathcal{O}(Y)$ to $\mathcal{O}(X)$

$$\omega(f) = \lambda o \in \mathcal{O}(Y), \{x \mid f(x) \subseteq o\} \quad \text{and} \quad \gamma(f) = \lambda o \in \mathcal{O}(Y), \{x \mid f(x) \cap o \neq \emptyset\}.$$ 

Since $f$ is continuous as a multifunction, both functions above are well-defined. Moreover, $\omega(f)$ is M-multiplicative and $\gamma(f)$ is completely additive. Next we prove they are jointly multiplicative.

Let $o_1$ and $o_2$ be two open subsets of $Y$. If $x \in \omega(f)(o_1 \cup o_2)$ then $f(x) \subseteq o_1 \cup o_2$. Towards a contradiction, assume both $f(x) \not\subseteq o_1$ and $f(x) \cap o_2 = \emptyset$. Then $f(x) \not\subseteq o_1 \cup o_2$, hence the contradiction. Thus $f(x) \subseteq o_1$ or $f(x) \cap o_2 \neq \emptyset$, that is, $x \in \omega(f)(o_1) \cup \gamma(f)(o_2)$.

Let $S \subseteq \mathcal{O}(Y)$ and let $o_1$, $o_2$ be two open subsets of $Y$ such that $\bigcap S \cap o_1 \subseteq o_2$. If $x \in \omega(f)(o)$ for all $o \in S$ and $x \in \gamma(f)(o_1)$, then $f(x) \subseteq \bigcap S$ and $f(x) \cap o_1 \neq \emptyset$. Hence there exists $y \in f(x)$ such that $y \in \bigcap S \cap o_1 \subseteq o_2$. It follows that $f(x) \cap o_2 \neq \emptyset$, and hence $x \in \gamma(f)(o_2)$. Therefore the pair $\eta(f) = \langle \omega(f), \gamma(f) \rangle$ is jointly multiplicative.

Consider now the pair $\langle \pi, \rho \rangle$ of jointly multiplicative predicate transformers in $\mathcal{O}(Y) \to \mathcal{O}(X)$. Define $\eta^{-1}(\langle \pi, \rho \rangle)(x)$, for every $x \in X$, by

$$\bigcap \{o \in \mathcal{O}(Y) \mid x \in \pi(o)\} \cap \{Y \setminus \{o \in \mathcal{O}(Y) \mid x \notin \rho(o)\}\}. \quad (6.2)$$

We prove that $\eta^{-1}(\langle \pi, \rho \rangle)(x)$ is convex closed. Let $cl$ be the closure operator induced by the topology $\mathcal{O}(Y)$. Since $Y \setminus \{o \in \mathcal{O}(Y) \mid x \notin \rho(o)\}$ is a closed set,

$$cl(\eta^{-1}(\langle \pi, \rho \rangle)(x)) \subseteq Y \setminus \{o \in \mathcal{O}(Y) \mid x \notin \rho(o)\}. $$
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Similarly, the upper closure \( \uparrow \eta^{-1}(\langle \pi, \rho \rangle)(x) \), with respect to the order induced by \( \mathcal{O}(Y) \), is included in the saturated set \( \cap \{ o \in \mathcal{O}(Y) \mid x \in \pi(o) \} \). Hence the convex closure of \( \eta^{-1}(\langle \pi, \rho \rangle)(x) \) is included in (6.2). Since the other direction is trivial, \( \eta^{-1}(\langle \pi, \rho \rangle)(x) \) is convex closed.

Next we prove that \( \eta^{-1}(\langle \pi, \rho \rangle) \) is both upper and lower semi-continuous. For every \( o \in \mathcal{O}(Y) \) we have

\[
\eta^{-1}(\langle \pi, \rho \rangle)^+(o) = \{ x \in X \mid \eta^{-1}(\langle \pi, \rho \rangle)(x) \subseteq o \}
\]
\[
= \{ x \in X \mid x \in \pi(o) \} \quad \text{[Lemma 6.3.4]}
\]
and also

\[
\eta^{-1}(\langle \pi, \rho \rangle)^-(o) = \{ x \in X \mid \eta^{-1}(\langle \pi, \rho \rangle)(x) \cap o \neq \emptyset \}
\]
\[
= \{ x \in X \mid \eta^{-1}(\langle \pi, \rho \rangle)(x) \subseteq Y \setminus o \}
\]
\[
= \{ x \in X \mid x \in \rho(o) \} \quad \text{[Lemma 6.3.4]}
\]

This proves not only that \( \eta^{-1}(\langle \pi, \rho \rangle) \) is a convex state transformer, but also that \( \eta^{-1}(\langle \pi, \rho \rangle) \) is a right inverse of \( \eta \). It is not hard to see that it is also a left inverse by combining Theorem 6.2.4 and Theorem 6.2.8.

Further, \( \eta \) and \( \eta^{-1} \) are both monotone due to Lemma 6.1.5 and Theorems 6.2.4 and 6.2.8.

By Theorem 6.2.12 and because the intersection of a compact set with a closed one gives again a compact set, it follows that the isomorphism \( (\eta, \eta^{-1}) \) cuts down to an order-isomorphism between the poset of compact and convex state transformers, and the poset of all pairs of Scott continuous functions in \( \mathcal{O}(Y) \rightarrow \mathcal{O}(X) \) which are jointly multiplicative. \( \square \)

As for the cases of the upper space and of the lower space, the above isomorphisms cuts down to a finitary isomorphism if we consider spectral spaces.

**Corollary 6.3.6** Let \( X \) and \( Y \) be two spectral spaces. The poset of compact convex state transformers \( X \rightarrow \mathcal{P}_c^\omega(Y) \) is order isomorphic to the poset of all pairs \( \langle \pi, \rho \rangle \) of functions in \( \mathcal{KO}(Y) \rightarrow \mathcal{KO}(X) \) such that

(i) \( \pi \) is finitely multiplicative;
(ii) $\rho$ is finitely additive;

(iii) $\pi(o_1 \cup o_2) \subseteq \pi(o_1) \cup \rho(o_2)$ for all $o_1, o_2 \in \mathcal{K}^\mathcal{O}(Y)$;

(iv) $\pi(o_1) \cap \rho(o_2) \subseteq \rho(o_1 \cap o_2)$ for all $o_1, o_2 \in \mathcal{K}^\mathcal{O}(Y)$.

**Proof.** Immediate from Corollaries 6.2.5 and 6.2.14, and Lemma 6.3.2. \(\square\)

Despite the mathematical elegance of the presentation of the convex space, it does not have many of the closure properties which the other power constructions enjoy. In general, the underlying set of $\mathcal{P}_c^\mathcal{O}(X)$ taken with the order induced by the Vietoris topology, is not a complete lattice nor a dcpo even if $X$ is an algebraic dcpo with the Scott topology [4, Exercise 11.(e)]. As a consequence, neither sober spaces nor sober and locally open compact spaces are closed under the compact convex space construction. Using the above isomorphism and Lemma 6.3.3 we obtain an easy proof that $\mathcal{P}_c^\mathcal{O}(X)$ is a cpo whenever $X$ is a coherent space. The general situation, i.e. to find a topological characterization of the Plotkin powerdomain, seems to be hopeless. The following characterization theorems can be found in [179] and [4,146].

**Proposition 6.3.7** Let $X$ be an $\omega$-algebraic cpo taken with the Scott topology. The Plotkin powerdomain $\mathcal{E}(X)$ together with its Scott topology is isomorphic in $\mathbf{Sp}$ to the non-empty, compact convex space $\mathcal{P}_c^\mathcal{O}(X) \setminus \{\emptyset\}$. The same holds if $X$ is an algebraic cpo such that, when taken with the Scott topology, it forms a coherent space. \(\square\)

From the above proposition and Theorem 6.3.5, we have, for $\omega$-algebraic cpo’s $X$ and $Y$, that the poset of Scott continuous functions $X \to \mathcal{E}(Y)$ is order isomorphic to the poset of all pairs of strict and Scott continuous functions from the lattice of Scott opens $\mathcal{O}(Y)$ to the lattice of Scott opens $\mathcal{O}(X)$ which are jointly multiplicative. If $X$ and $Y$ are SFP domains, then we can apply Corollary 6.3.6 to obtain a finitary duality.

For metric spaces we have the following characterization result [141].

**Proposition 6.3.8** Let $X$ be a metric space taken with the metric topology. The metric compact powerdomain $\mathcal{P}_c^\mathcal{O}(X)$ together with the metric topology coincides with the compact convex space $\mathcal{P}_c^\mathcal{O}(X) \quad \square$

The above proposition can be applied as follows. If $X$ and $Y$ are two metric spaces, by Theorem 6.3.5, the set of all metric continuous functions $X \to \mathcal{P}_c^\mathcal{O}(Y)$ (seen as a discrete poset) is order-isomorphic to the poset of all pairs
of Scott continuous functions from the lattice of metric opens $\mathcal{O}(Y)$ to the lattice of metric opens $\mathcal{O}(X)$ which are jointly multiplicative. If $X$ and $Y$ are compact ultra-metric spaces, then in their metric topologies they are Stone spaces. Hence we can apply Corollary 6.3.6 to obtain a finitary duality.

It is easy to see that if $X$ is a set then the set of all finite subsets of $X$ (taken with the discrete topology) coincides with the compact convex powerspace of $X$. Again, we can apply Theorem 6.3.5 to describe it by jointly multiplicative functions.

### 6.4 Concluding notes

Dualities for the convex powerspace provide a natural setting for negation-free modal logics (also called Hennessy-Milner logics). Our approach differs from the one taken by Goldblatt [80] and Abramsky [3] because our axioms relating the $\square$ operator with the $\Diamond$ operator hold also in an infinitary setting. It is an important topic for further investigation to define an infinitary Hennessy-Milner logic for the convex powerspace.

The results in this chapter are in the concrete framework where predicate transformers are functions between collections of open sets. More abstractly, we could have used frames to represent abstract collections of affirmative predicates by restricting our attention to sober spaces (for the results of last section coherent spaces would be necessary). The duality between frames and sober spaces [112] could then be used to reconstruct points from frames. In Chapter 8 we discuss an abstract algebraic representation of $T_0$ spaces. All results in this section can be easily adapted to this algebraic framework.

To fully generalize the results of Part I, it remains a challenge to define a ‘meaningful’ notion of topological state transformers which are dual to the monotonic (or perhaps Scott continuous) functions between lattices of affirmative predicates. More speculatively, for algebraic cpo’s the duality of Chapter 4 seems to suggest the composition of the Smyth with the Hoare powerdomain (or vice-versa, since they commute [89,132]). This is correct in the localic case: the lower and upper powerlocales commute, and maps from $X$ to $\mathcal{P}_u(\mathcal{P}_l(Y))$ are equivalent to Scott continuous functions from $\Omega(Y)$ to $\Omega(X)$ [115].
Chapter 7

Predicate transformer semantics for concurrency

Topological dualities can be used to define an indirect predicate transformer semantics for programming languages: given a forward semantics, the duality can be used to generate an equivalent backward semantics. A better approach could be the following. Based on computational considerations construct a semantic domain of predicate transformers, and then define semantic operators between predicate transformers corresponding to the syntactic operators. Dualities with state transformers then can be used to prove the correctness of the domain as well as of the semantic operators.

The main contribution of the present chapter is a direct construction of a compositional predicate transformer semantics for a simple concurrent language with recursion. The correctness of the semantics is shown on the one hand with respect to a metric state transformer semantics using a topological duality, and on the other hand with respect to the weakest (liberal) precondition semantics that we defined in Chapter 3.

Several authors proposed a predicate transformer semantics for concurrent languages, including Van Lamsweerde and Sintzoff [128], Haase [84], Flon and Suzuki [71], Elrad and Francez [62], Zwiers [200], Best [29,30], Lamport [127], Scholefield and Zedan [171], Van Breugel [46], and Lukkien [134,135]. Taken all together, none of these references combines compositionality and recursion for an explicit parallel operator.
7.1 A simple concurrent language

In this section we define a simple concurrent language with recursion. We consider a small variation of the sequential finite non-deterministic language \( \mathcal{L}_0 \) introduced in Chapter 3 extended with a parallel operator.

As for \( \mathcal{L}_0 \), to define the language \( \mathcal{L}_2 \), we need as basic blocks the abstract sets 
\( (v \in) IVar \) of (individual) variables, 
\( (e \in) Exp \) of expressions, 
\( (b \in) BExp \) of Boolean expressions, and
\( (x \in) PVar \) of procedure variables, respectively. For a fixed set of values \( Val \), the set of (program) states \( (s, t \in) St \) is given by \( St = IVar \rightarrow Val \). Also, we postulate valuations

\[
\mathcal{E}_v : Exp \rightarrow (St \rightarrow Val) \text{ and } \mathcal{B}_v : BExp \rightarrow \mathcal{P}(St). 
\]

The language \( \mathcal{L}_2 \) below has assignments, conditionals \( 'b \rightarrow' \), sequential composition \( '::' \), choice \( '\&' \), parallel composition \( '||' \), and recursion through procedure variables. The only new operator with respect to the language \( \mathcal{L}_0 \) of Chapter 3 is the parallel operator \( '||' \). Intuitively, the parallel composition of two statements executes in an interleaved way actions of both statements, while preserving the relative order of the actions in the statements.

**Definition 7.1.1**

(i) The set \( (S \in) Stat_2 \) of statements is given by

\[
S ::= v := e \mid b \rightarrow x \mid S \cdot S \mid S \& S \mid S \parallel S . 
\]

(ii) The set \( (G \in) GStat_2 \) of guarded statements is given by

\[
G ::= v := e \mid b \rightarrow G \mid S \cdot G \mid G \& G \mid G \parallel G . 
\]

(iii) The set \( (d \in) Decl_2 \) of declarations is given by \( PVar \rightarrow GStat_2 \).

(iv) The language \( \mathcal{L}_2 \) is given by \( Decl_2 \times Stat_2 \).

Assignments and conditionals are the only atomic statements. Their execution may not be interrupted by the other processes. Though resembling in their name, the guarded statements in the above definition and elsewhere in this chapter are completely different—both syntactically and as to their intended meaning—from Dijkstra’s guarded commands [56]. The declarations \( d \in Decl_2 \) associate a procedure body to each procedure variable \( x \). For technical reasons (obtaining contractive higher-order transformations with semantic mappings as their unique fixed point), we restrict procedure bodies to guarded statements. Essentially, in a guarded statement \( G \) of \( GStat_2 \), every occurrence of
a procedure variable is preceded either by an assignment or by a conditional statement.

### 7.2 Metric predicate transformers

In this section we introduce a domain $\Pi_2$ for a compositional backward semantics of the language $L_2$ with parallel composition. This domain is obtained as the solution of a domain equation involving a functor which delivers metric predicate transformers. They are topological predicate transformers endowed with a distance which can be characterized in terms of saturated sets. This turns out to be convenient in formulating some properties of the domain $\Pi_2$. Because metric spaces taken with the ordinary metric topology are $T_1$, every subset is saturated. Thus, in the light of our discussion in Chapter 5, every predicate is specifiable by a list of affirmative ones.

**Definition 7.2.1** Let $X$ be a set and $Y$ be a metric space. A **metric predicate transformer** over $Y$ and $X$ is a function $\pi : \mathcal{P}(Y) \rightarrow \mathcal{P}(X)$ such that it is multiplicative (i.e. preserves arbitrary intersections) and, for all directed collections $D$ of subsets which are open in the metric topology of $Y$,

$$\pi(\bigcup D) = \bigcup \{\pi(o) \mid o \in D\}.$$  

We denote the set of all metric predicate transformers over $Y$ and $X$ by $MPT(Y, X)$.

Since a metric predicate transformer preserves arbitrary intersections, it is determined by its values on the metric open subsets: for a metric predicate transformer $\pi$ and $P \subseteq Y$,

$$\pi(P) = \pi(\bigcap \{o \in \mathcal{O}(Y) \mid P \subseteq o\}) = \bigcap \{\pi(o) \mid P \subseteq o\}.$$  

It follows that $MPT(Y, X)$ coincides with the set of all M-multiplicative and Scott continuous functions from $\mathcal{O}(Y)$ to $\mathcal{P}(X)$.

The set of all metric predicate transformers $MPT(Y, X)$ can be turned into a metric space as follows. For $\pi_1, \pi_2 \in MPT(Y, X)$ define their **backward distance** by

$$d_B(\pi_1, \pi_2) = \sup_{x \in X} d_{\mathcal{P}(\mathcal{P}(Y))}(\{P \mid x \in \pi_1(P)\}, \{P \mid x \in \pi_2(P)\}).$$  
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Next we want to prove that if $Y$ is a complete metric space, so is $MPT(Y, X)$ for every set $X$. Before proving this, formally stated below as Theorem 7.2.3, we give an alternative definition of this metric. This alternative definition is based on Proposition 2.3.3 and on the following lemma which resembles Lemma 3.3.5 and Lemma 6.2.2.

**Lemma 7.2.2** Let $\pi: \mathcal{P}(Y) \to \mathcal{P}(X)$, where $Y$ is a metric space. Then $\pi$ is a metric predicate transformer in $MPT(Y, X)$ if and only if for every $x \in X$ there exists a unique compact subset $q(x, \pi)$ of $Y$ such that

$$x \in \pi(P) \text{ if and only if } q(x, \pi) \subseteq P,$$  \hspace{1cm} (7.1)

for all $P \subseteq Y$.

**Proof.** Suppose $\pi$ is in $MPT(Y, X)$ and define, for every $x \in X$, the set

$$q(x, \pi) = \bigcap\{P \subseteq Y \mid x \in \pi(P)\}.$$

Since $\pi$ is multiplicative, $q(x, \pi)$ satisfies the stability condition (7.1), whereas Scott continuity with respect to metric opens implies that $q(x, \pi)$ is a metric compact subset of $Y$. Uniqueness of $q(x, \pi)$ can be proved as follows. For $x \in X$, assume $A \subseteq Y$ such that $A \subseteq P$ if and only if $x \in \pi(P)$ for all $P \in \mathcal{P}(Y)$. If $a \in A \setminus q(x, \pi)$ then we have the following contradiction:

$$q(x, \pi) \subseteq Y \setminus \{a\} \iff a \in \pi(Y \setminus \{a\}) \iff A \subseteq Y \setminus \{a\}.$$

Therefore $q(x, \pi) \subseteq A$. We conclude, on symmetric considerations, $q(x, \pi) = A$.

Conversely, suppose $\pi: \mathcal{P}(Y) \to \mathcal{P}(X)$ satisfies the proposed criterion. To see that it is multiplicative we have, for an arbitrary set $I$ and $P_i \subseteq Y$ for all $i \in I$,

$$x \in \pi(\bigcap_i P_i) \iff q(x, \pi) \subseteq \bigcap_i P_i$$

$$\iff \forall i \in I: q(x, \pi) \subseteq P_i$$

$$\iff x \in \bigcap_i \pi(P_i).$$

From compactness of $q(x, \pi)$ it follows that $\pi$ preserves directed unions of metric opens. Therefore $\pi \in MPT(Y, X)$. \qed
As consequence of the above lemma we have that \( x \in \pi(q(x, \pi)) \) and hence \( q(x, \pi) \in \{ P \mid x \in \pi(P) \} \). Thus, by Theorem 2.3.3, for every \( x \in X \) and \( \pi_1, \pi_2 \in \text{MPT}(Y, X) \),

\[
d_{\mathcal{P}(\mathcal{P}(Y))}(\{ P \mid x \in \pi_1(P) \}, \{ P \mid x \in \pi_2(P) \}) = d_{\mathcal{P}(Y)}(q(x, \pi_1), q(x, \pi_2)).
\]

Therefore we can conclude for every \( \pi_1, \pi_2 \in \text{MPT}(Y, X) \),

\[
d_B(\pi_1, \pi_2) = \sup_{x \in X} d_{\mathcal{P}(Y)}(q(x, \pi_1), q(x, \pi_2)).
\]

We use this alternative definition of the metric on \( \text{MPT}(Y, X) \) to prove the completeness of the space.

**Theorem 7.2.3** If \( Y \) is a complete metric space then so is \( \text{MPT}(Y, X) \) for every set \( X \).

**Proof.** In verifying that \( d_B \) is a metric, we only check that \( d_B(\pi_1, \pi_2) = 0 \) implies \( \pi_1 = \pi_2 \). The other conditions follow from the respective properties of the Hausdorff distance on the compact subsets of \( Y \). Suppose \( d_B(\pi_1, \pi_2) = 0 \). Then \( q(x, \pi_1) = q(x, \pi_2) \) for all \( x \in X \). By Lemma 7.2.2, for all \( P \subseteq Y \),

\[
x \in \pi_1(P) \iff q(x, \pi_1) \subseteq P \iff q(x, \pi_2) \subseteq P \iff x \in \pi_2(P).
\]

So, \( \pi_1(P) = \pi_2(P) \) for all \( P \) and hence \( \pi_1 = \pi_2 \).

Next we check completeness of \( \text{MPT}(Y, X) \). Suppose \( (\pi_i)_i \) is a Cauchy sequence in \( \text{MPT}(Y, X) \). Then, for each \( x \in X \) the sequence \( (q(x, \pi_i))_i \) is Cauchy with respect to the Hausdorff distance in \( \mathcal{P}_{\text{co}}(Y) \). Since the latter is a complete metric space, \( \lim_i q(x, \pi_i) \) exists for every \( x \in X \) and it is a compact subset of \( Y \). Define the function \( \pi: \mathcal{P}(Y) \to \mathcal{P}(X) \) by

\[
\pi(P) = \{ x \in X \mid \lim_i q(x, \pi_i) \subseteq P \},
\]

for every \( P \subseteq Y \). By definition, the compact subset \( \lim_i q(x, \pi_i) \) of \( Y \) satisfies condition (7.1). Hence, by Lemma 7.2.2, \( \pi \in \text{MPT}(Y, X) \). Notice that this implies that \( q(x, \pi) = q(x, \lim_i \pi_i) = \lim_i q(x, \pi_i) \) for all \( x \in X \). From

\[
d_B(\pi, \pi_i) = \sup_{x \in X} d_{\mathcal{P}(Y)}(q(x, \pi), q(x, \pi_i))
\]

for every \( P \subseteq Y \). By definition, the compact subset \( \lim_i q(x, \pi_i) \) of \( Y \) satisfies condition (7.1). Hence, by Lemma 7.2.2, \( \pi \in \text{MPT}(Y, X) \). Notice that this implies that \( q(x, \pi) = q(x, \lim_i \pi_i) = \lim_i q(x, \pi_i) \) for all \( x \in X \). From

\[
d_B(\pi, \pi_i) = \sup_{x \in X} d_{\mathcal{P}(Y)}(q(x, \pi), q(x, \pi_i))
\]

for every \( P \subseteq Y \). By definition, the compact subset \( \lim_i q(x, \pi_i) \) of \( Y \) satisfies condition (7.1). Hence, by Lemma 7.2.2, \( \pi \in \text{MPT}(Y, X) \). Notice that this implies that \( q(x, \pi) = q(x, \lim_i \pi_i) = \lim_i q(x, \pi_i) \) for all \( x \in X \). From
it follows that \( \pi = \lim_i \pi_i \) in \( \text{MPT}(Y, X) \).  

For a fixed set \( X \), the assignment \( Y \mapsto \text{MPT}(Y, X) \) between complete metric spaces can be extended to a functor on the category \( \text{CMS} \) of complete metric spaces with non-expansive maps. For a non-expansive function \( f : Y_1 \to Y_2 \) define \( \text{MPT}(f, X) = \lambda \pi. \pi \circ f^{-1} \), that is,

\[
\text{MPT}(f, X)(\pi)(P) = \pi(f^{-1}(P))
\]

for all \( \pi \in \text{MPT}(Y_1, X) \) and \( P \subseteq Y_2 \). For proving that the functor \( \text{MPT}(\_ , X) : \text{CMS} \to \text{CMS} \) is well-defined we need the following proposition.

**Proposition 7.2.4** Let \( f : Y_1 \to Y_2 \) be a non-expansive map between complete metric spaces, and let \( \pi \in \text{MPT}(Y_1, X) \) for a fixed set \( X \). Then \( \pi \circ f^{-1} \) is a metric predicate transformer in \( \text{MPT}(Y_2, X) \) such that, for any \( x \in X \),

\[
q(x, \pi \circ f^{-1}) = f(q(x, \pi)).
\]

**Proof.** Multiplicativity of \( \pi \circ f^{-1} : \mathcal{P}(Y) \to \mathcal{P}(X) \) follows from set-theoretic laws for \( f^{-1} \), while Scott continuity with respect to the metric opens follows from the metric continuity of \( f \) (the inverse image of an open set is open). Furthermore, for \( x \in X \) and \( P \subseteq Y_2 \),

\[
f(q(x, \pi)) \subseteq P \iff q(x, \pi) \subseteq f^{-1}(P) \\
\iff x \in \pi(f^{-1}(P)) \quad \text{[Lemma 7.2.2 for } \pi]\]

where the first equivalence is obtained from a standard set-theoretic argument. Using Lemma 7.2.2 for \( \pi \circ f^{-1} \) we obtain \( q(x, \pi \circ f^{-1}) = f(q(x, \pi)) \).  

**Lemma 7.2.5** The functor \( \text{MPT}(\_ , X) : \text{CMS} \to \text{CMS} \) for some fixed set \( X \) is well-defined and locally non-expansive.

**Proof.** To prove well-definedness of the functor \( \text{MPT}(\_ , X) \) we first check whether \( \text{MPT}(f, X) \) is non-expansive for non-expansive \( f : Y_1 \to Y_2 \). Let \( \pi_1, \pi_2 \in \text{MPT}(M, X) \). Then

\[
d_B(\text{MPT}(f, X)(\pi_1), \text{MPT}(f, X)(\pi_2))
= \sup_{x \in X} d_{\mathcal{P}(Y)}(q(x, \pi_1 \circ f^{-1}), q(x, \pi_2 \circ f^{-1}))
\]
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\[
= \sup_{x \in X} d_P(y(f(q(x, \pi_1)), f(q(x, \pi_2)))) \quad \text{[Proposition 7.2.4]}
\]
\[
\leq \sup_{x \in X} d_P(y(q(x, \pi_1), q(x, \pi_2))) \quad \text{[\textit{f} non-expansive]}
\]
\[
= d_B(\pi_1, \pi_2).
\]

For proving well-definedness of \textit{MPT}(\cdot, X) it remains to establish its functoriality. Preservation of identities is immediate, whereas \textit{MPT}(g \circ f, X) = \textit{MPT}(g, X) \circ \textit{MPT}(f, X), for \textit{f}: Y_1 \to Y_2 and \textit{g}: Y_2 \to Y_3 in \textit{CMS}, is directly verified for all arguments \textit{\pi} \in \textit{MPT}(Y_1, X) using the equality \((g \circ f)^{-1} = f^{-1} \circ g^{-1}.

Finally, we check that the functor \textit{MPT}(\cdot, X): \textit{CMS} \to \textit{CMS} is locally non-expansive. Take \textit{f}, \textit{g} \in \textit{CMS}(Y_1, Y_2). We have to check

\[
d(\textit{MPT}(\textit{f}, X), \textit{MPT}(\textit{g}, X)) \leq d(\textit{f}, \textit{g}) \tag{7.2}
\]

with the distance on the left-hand side taken in \textit{MPT}(Y_1, X) \to \textit{MPT}(Y_2, X), and on the right-hand side taken in \textit{Y_1} \to \textit{Y_2}. So, pick \textit{\pi} \in \textit{MPT}(Y_1, X). Then

\[
d_B(\textit{MPT}(\textit{f}, X)(\textit{\pi}), \textit{MPT}(\textit{g}, X)(\textit{\pi}))
\]
\[
= \sup\{d_P(\textit{Y_1})(q(x, \textit{MPT}(\textit{f}, X)(\textit{\pi})), q(x, \textit{MPT}(\textit{g}, X)(\textit{\pi}))) \mid x \in \textit{X} \}
\]
\[
= \sup\{d_P(\textit{Y_1})(f(q(x, \textit{\pi})), g(q(x, \textit{\pi}))) \mid x \in \textit{X} \}
\]
\[
\leq d(\textit{f}, \textit{g}),
\]

since, for any \textit{x} \in \textit{X}, \textit{d}(\textit{f}(\textit{q}(\textit{x}, \textit{\pi})), \textit{g}(\textit{q}(\textit{x}, \textit{\pi}))) \leq d(\textit{f}, \textit{g}). Thus

\[
d_B(\textit{MPT}(\textit{f}, X)(\textit{\pi}), \textit{MPT}(\textit{g}, X)(\textit{\pi})) \leq d(\textit{f}, \textit{g}).
\]

Now (7.2) follows directly by the definition of the distance on \textit{MPT}(Y_1, X) \to \textit{MPT}(Y_2, X). □

We are now ready to define a recursive domain of metric predicate transformers \textit{\Pi_2} using the functor \textit{MPT}(\cdot, X). In the next section we will use this domain to give a compositional semantics to the language \textit{L_2}.

**Definition 7.2.6** Let \textit{St} be the set of (program) states. The complete metric space \((\pi) \in \textit{\Pi_2}\) of metric predicate transformers with resumptions is defined as the unique (up to isometry) fixed point of the contractive functor in \textit{CMS} \textit{MPT}(\textit{St} + \textit{St} \times \frac{1}{2} \cdot \textit{\cdot}, \textit{St}).
Therefore \( \Pi_2 \) is the unique (up to isometry) complete metric space satisfying

\[
\Pi_2 \cong MPT(St + St \times \frac{1}{2} \cdot \Pi_2, St).
\]

Below we will omit the isomorphism pair relating the right and the left hand side of the above domain equation.

The intuition behind an element \( \pi \in \Pi_2 \) is as follows. Given a set \( P \subseteq St + St \times \Pi_2 \) it yields the set of all states \( s \in St \) such that when execution of the program represented by \( \pi \) starts in one of these states, it either terminates after an atomic step in a state \( t \in St \) satisfying \( P \), or it makes a first (atomic) step to a state \( s \) and immediately gives the control to another program, represented by the predicate transformer \( \rho \), with \( \langle s, \rho \rangle \in P \). We have not yet made a formal semantic mapping from syntax to the domain \( \Pi_2 \), but it might help the reader to consider the following example. Consider the statement \( v := 1; v := 2 \). The corresponding metric predicate transformer \( \pi \) is

\[
\pi(P) = \{ s \mid \langle s[1/v], \rho \rangle \in P \}
\]

with \( \rho \) (the semantics of \( v := 2 \)) such that \( \rho(Q) = \{ s \mid s[2/v] \in Q \} \). The semantics is backwards: to give a semantic meaning to \( v := 1; v := 2 \) we first need to give a semantic meaning to \( v := 2 \) and then combine it with the semantical meaning of \( v := 1 \).

### 7.3 Metric predicate transformer semantics

The language \( L_2 \) can be considered to be an extension of the language \( L_0 \) presented in Chapter 3. Hence we will base our present semantics on the weakest precondition semantics \( WP_0[\cdot] \) of Chapter 3. However, the presence of the parallel operator ‘\( \parallel \)’ in \( L_2 \), invokes, when insisting on a compositional treatment, a more involved domain than \( PT_T(St, St) \) used for the semantics of the language \( L_0 \). We will employ the branching domain \( \Pi_2 \) given in Definition 7.2.6 above. As maybe expected, atomic statements are treated in the same way as for the language \( L_0 \). Hence we introduce the predicate transformers for the semantics of the atomic statements: assignments and conditionals.

**Definition 7.3.1** For every function \( f:St \rightarrow Val \), individual variable \( v \in IVar \) and subset \( V \) of \( St \) define the predicate transformers ‘\( f/v \)’ and ‘\( V \rightarrow \)’ in \( \Pi_2 \) by
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\[ [f/v](P) = \{ s \in \text{St} \mid s[f(s)/v] \in P \} , \]
\[ V\rightarrow(P) = \{ s \in \text{St} \mid s \in V \implies s \in P \} , \]

for all \( P \subseteq \text{St} + \text{St} \times \Pi_2 \).

Both the functions above are well-defined predicate transformers in \( \Pi_2 \). Notice that if \( P \cap \text{St} = \emptyset \) then \([f/v](P) = \emptyset\) and also \( V\rightarrow(P) = \emptyset \). In general for \( \pi \in \Pi_2 \), \( \pi(\text{St} \times \Pi_2) = \emptyset \) if and only if \( \pi \) corresponds to an atomic program (not necessarily in \( \mathcal{L}_2 \), as it can be a specification construct like, for example, an infinite multiple assignment). Every assignment \( v := e \) in \( \text{Stat}_2 \) induces the predicate transformer \([\mathcal{E}_v(e)/v]\) in \( \Pi_2 \), and every conditional \( b \rightarrow \) in \( \text{Stat}_2 \) induces the predicate transformer \([\mathcal{B}_v(b)\rightarrow]\) in \( \Pi_2 \).

In the domain \( \Pi_2 \) interleaving points are explicitly represented. This complicates the definitions of the operators on predicate transformers in \( \Pi_2 \) which reflect the constructions available in \( \mathcal{L}_2 \). Since infinite behaviour is allowed by \( \mathcal{L}_2 \), some operators below have a recursive definition and therefore well-definedness must be proved.

**Definition 7.3.2** The operators \( \cdot; \), \( \sqrt{\square} \) and \( \parallel \) on \( \Pi_2 \) are given, for \( \pi_1, \pi_2 \in \Pi_2 \) and \( P \subseteq \text{St} + \text{St} \times \Pi_2 \), by

\[
(\pi_1 ; \pi_2)(P) = \pi_1(\{s \mid \langle s, \pi_2 \rangle \in P\}) \cup \{\langle s, \rho \rangle \mid \langle s, \rho ; \pi_2 \rangle \in P\},
\]
\[
(\pi_1 \sqrt{\square} \pi_2)(P) = \pi_1(P) \cap \pi_2(P),
\]
\[
(\pi_1 \parallel \pi_2)(P) = \pi_1(\{s \mid \langle s, \pi_2 \rangle \in P\}) \cup \{\langle s, \rho \rangle \mid \langle s, \rho \parallel \pi_2 \rangle \in P\}) \cap \\
\pi_2(\{s \mid \langle s, \pi_1 \rangle \in P\}) \cup \{\langle s, \rho \rangle \mid \langle s, \pi_1 \parallel \rho \rangle \in P\}).
\]

The intuition behind the above operators will be given after Lemma 7.3.12 by means of some examples about the weakest precondition semantics for \( \mathcal{L}_2 \). Let us for the moment concentrate on the well-definedness of the above operators. For the \( \sqrt{\square} \) operator it is immediate.

**Lemma 7.3.3** The mapping \( \sqrt{\square} \) is well-defined and non-expansive.

**Proof.** Choose \( \pi_1, \pi_2 \in \Pi_2 \) arbitrarily. Multiplicativity of \( \pi_1 \sqrt{\square} \pi_2 \) is straightforward. Suppose \( \mathcal{V} \) is a directed set of metric opens of \( \text{St} + \text{St} \times \frac{1}{2} \cdot \Pi_2 \). Then we have

\[
(\pi_1 \sqrt{\square} \pi_2)(\bigcup \mathcal{V}) = \bigcup \{\pi_1(P) \mid P \in \mathcal{V}\} \cap \bigcup \{\pi_2(P) \mid P \in \mathcal{V}\} \quad \text{[continuity of \( \pi_1 \) and \( \pi_2 \)}]
\[
= \bigcup \{ \pi_1(P) \cap \pi_2(P) \mid P \in \mathcal{V} \} \quad [\mathcal{V} \text{ is directed and } \pi_1, \pi_2 \text{ are monotone}]
= \bigcup \{ (\pi_1 \Box \pi_2)(P) \mid P \in \mathcal{V} \}.
\]

Hence, \( \pi_1 \Box \pi_2 \) is Scott continuous on metric opens, and \( \pi_1 \Box \pi_2 \in \Pi_2 \). Non-expansiveness of \( \Box \) is readily checked. \( \square \)

Well-definedness of the operator ‘;’ and ‘∥’ is less trivial and is supported by higher order transformations \( \Omega_{\cdot} \) and \( \Omega_{\parallel} \), respectively.

**Definition 7.3.4** Let \( (\phi \in )\text{Opr} \) be the set of all non-expansive functions in \( \Pi_2 \times \Pi_2 \to \Pi_2 \). The higher-order transformation \( \Omega_{\cdot} : \text{Opr} \to \text{Opr} \) is given by

\[
\Omega_{\cdot}(\phi)(\langle \pi_1, \pi_2 \rangle)(P) = \pi_1(\{ s \mid \langle s, \pi_2 \rangle \in P \} \cup \{ \langle s, \rho \rangle \mid \langle s, \phi(\langle \rho, \pi_2 \rangle) \rangle \in P \}),
\]

where \( \pi_1, \pi_2 \in \Pi_2 \) and \( P \subseteq \text{St} + \text{St} \times \Pi_2 \).

We will prove that the operator ‘;’ as defined in Definition 7.3.2 is the unique fixed point of \( \Omega_{\cdot} \). We need three technical lemma’s.

**Lemma 7.3.5** Let \( \pi \in \Pi_2 \). Put

\[
P' = \{ s \in \text{St} \mid \langle s, \pi \rangle \in P \}
\]

for \( P \subseteq \text{St} + \text{St} \times \Pi_2 \). Then it holds that

(i) If \( P \) is open then also \( P' \) is open.

(ii) If \( P \) is closed then also \( P' \) is closed.

(iii) For \( \mathcal{X} \subseteq \mathcal{P}(\text{St} + \text{St} \times \Pi_2) \), \( \cap \{ P' \mid P \in \mathcal{X} \} = (\cap \mathcal{X})' \).

**Proof.** We only check part (i); part (ii) is similar and part (iii) is straightforward. If \( s \in P' \), then \( \langle s, \pi \rangle \in P \). Hence, for some suitable \( \epsilon < 1 \), \( B_\epsilon(\langle s, \pi \rangle) \subseteq P \) and therefore \( B_\epsilon(s) \subseteq P' \), since \( B_\epsilon(s) \subseteq \text{St} \) by the assumption \( \epsilon < 1 \). \( \square \)

An immediate consequence of Lemma 7.3.5.(iii) is that if \( P_1 \subseteq P_2 \) then \( P'_1 \subseteq P'_2 \) for all subsets \( P_1 \) and \( P_2 \) of \( \text{St} + \text{St} \times \Pi_2 \).

**Lemma 7.3.6** Let \( \phi : \Pi_2 \times \Pi_2 \to \Pi_2 \) be non-expansive and \( \pi \in \Pi_2 \). Put

\[
P'' = \{ \langle t, \rho \rangle \in \text{St} \times \Pi_2 \mid \langle t, \phi(\langle \rho, \pi \rangle) \rangle \in P \}
\]
for $P \subseteq \mathcal{S} + \mathcal{S} \times \Pi_2$. Then it holds that

(i) If $P$ is open then also $P''$ is open.
(ii) If $P$ is closed then also $P''$ is closed.
(iii) For $\mathcal{X} \subseteq \mathcal{P}(\mathcal{S} + \mathcal{S} \times \Pi_2)$, $\bigcap\{P'' | P \in \mathcal{X}\} = (\bigcap \mathcal{X})''$.

**Proof.** In verifying part (i) and (ii) we observe that $P''$ is the inverse image under the continuous function $\langle id_{\mathcal{S}}, \lambda \rho. \phi(\langle \rho, \pi \rangle) \rangle : (\mathcal{S} \times \Pi_2) \to (\mathcal{S} \times \Pi_2)$ of $P \cap (\mathcal{S} \times \Pi_2)$. Hence $P''$ is open if $P$ is open, and closed if $P$ is closed. Part (iii) is readily checked. $\square$

As before, from Lemma 7.3.6.(iii) it follows that if $P_1 \subseteq P_2$ then $P_1'' \subseteq P_2''$ for all subsets $P_1$ and $P_2$ of $\mathcal{S} + \mathcal{S} \times \Pi_2$.

**Lemma 7.3.7**

(i) For any non-expansive $\phi : \Pi_2 \times \Pi_2 \to \Pi_2$, and $\pi_1, \pi_2 \in \Pi_2$ it holds that $\Omega(\phi)(\langle \pi_1, \pi_2 \rangle) \in \Pi_2$.

(ii) For any non-expansive $\phi : \Pi_2 \times \Pi_2 \to \Pi_2$ the function $\Omega(\phi)$ is also non-expansive. Moreover, for any $\pi_1, \pi_2, \rho_1, \rho_2 \in \Pi_2$:

$$d_{\Pi_2 \times \Pi_2}(\Omega(\phi)(\pi_1, \pi_2), \Omega(\phi)(\rho_1, \rho_2)) \leq \max\{d_{\Pi_2}(\pi_1, \rho_1), \frac{1}{2}d_{\Pi_2}(\pi_2, \rho_2)\}.$$

(iii) The transformation $\Omega$ is a $\frac{1}{2}$-contraction.

**Proof.** (i) Let $\phi$ be a non-expansive map in $\Pi_2 \times \Pi_2 \to \Pi_2$, $\pi_1, \pi_2 \in \Pi_2$, and put $\pi = \Omega(\phi)(\langle \pi_1, \pi_2 \rangle)$. Let $P', P''$ be as in Lemmas 7.3.5 and 7.3.6 with respect to $\phi$, $\pi_2$ and any $P \subseteq \mathcal{S} + \mathcal{S} \times \Pi_2$. We first verify $\Omega(\phi)(\langle \pi_1, \pi_2 \rangle) \in \Pi_2$. To prove that $\pi$ is multiplicative, take $\mathcal{X} \subseteq \mathcal{P}(\mathcal{S} + \mathcal{S} \times \Pi_2)$. By Lemmas 7.3.5 and 7.3.6,

$$\bigcap\{P' | P \in \mathcal{X}\} = (\bigcap \mathcal{X})' \quad \text{and} \quad \bigcap\{P'' | P \in \mathcal{X}\} = (\bigcap \mathcal{X})''.$$

Hence, by disjointness of the $P'$ and $P''$,

$$\bigcap\{P' \cup P'' | P \in \mathcal{X}\} = (\bigcap \mathcal{X})' \cup (\bigcap \mathcal{X})''.$$

Multiplicativity of $\pi_1$ now delivers

$$\bigcap\{\pi_1(P' \cup P'') | P \in \mathcal{X}\} = \pi_1((\bigcap \mathcal{X})' \cup (\bigcap \mathcal{X})'').$$

Since $\pi_1(P' \cup P'') = \pi(P)$ by definition, we have that $\Omega(\phi)(\pi_1, \pi_2)$ is multiplicative.
Next we prove that $\pi$ preserves directed unions of metric opens. Suppose $\mathcal{V}$ is a directed set of metric open subsets of $\text{St} + \text{St} \times \frac{1}{2} \cdot \Pi_2$. We then have

$$
\pi(\bigcup \mathcal{V}) = \pi_1(\bigcup \{P' \mid P \in \mathcal{V}\} \cup \bigcup \{P'' \mid P \in \mathcal{V}\})
= \pi_1(\bigcup \{P' \cup P'' \mid P \in \mathcal{V}\})
= \bigcup \{\pi_1(P') \cup \pi_1(P'') \mid P \in \mathcal{V}\} \quad \text{[Lemmas 7.3.5, 7.3.6, and } \pi_1 \in \Pi_2] 
= \bigcup \{\pi(P) \mid P \in \mathcal{V}\}
$$

Hence $\pi$ preserves directed joins of opens and thus $\pi \in \Pi_2$.

(ii) Choose $\phi, \pi_1, \pi_2, \rho_1, \rho_2$ arbitrarily in $\Pi_2$ and put $\pi = \Omega_1(\phi)(\pi_1, \pi_2)$, and $\rho = \Omega_1(\phi)(\rho_1, \rho_2)$. We first establish

$$
q(s, \pi) = \{\langle t, \pi_2 \rangle \mid t \in q(s, \pi_1)\} \cup
\{\langle t, \phi((\pi', \pi_2)) \rangle \mid \langle t, \pi' \rangle \in q(s, \pi_1)\}
$$

(7.3)

for every $s \in S$, using Lemma 7.2.2. Let $P \subseteq \text{St} + \text{St} \times \Pi_2$. Then

$$
\langle t, \pi_2 \rangle \mid t \in q(s, \pi_1) \cup \{\langle t, \phi((\pi', \pi_2)) \mid \langle t, \pi' \rangle \in q(s, \pi_1)\} \subseteq P
\iff q(s, \pi_1) \subseteq \{t \mid \langle t, \pi_2 \rangle \in P \cup \{\langle t, \pi' \rangle \mid \langle t, \phi((\pi', \pi_2)) \in P\}
\iff q(s, \pi_1) \subseteq P' \cup P'' \quad \text{[Definitions of } P' \text{ and } P'']
\iff s \in \pi_1(P' \cup P'') \quad \text{[Lemmas 7.2.2, 7.3.5, and 7.3.6]}
\iff s \in \pi(P). \quad \text{[Definition of } \pi]$

A similar result holds for $q(s, \rho)$. Now, for every $s \in \text{St}$ we have (omitting the subscripts on the distance function $d$)

\[d(q(s, \pi), q(s, \rho)) \leq \max \{d(\langle t, \pi_2 \rangle \mid t \in q(s, \pi_1), \{\langle t, \rho_2 \rangle \mid t \in q(s, \rho_1)\},
\quad d(\langle t, \phi((\pi', \pi_2)) \rangle \mid \langle t, \pi' \rangle \in q(s, \pi_1),
\quad \{\langle t, \phi((\rho', \rho_2)) \rangle \mid \langle t, \rho' \rangle \in q(s, \rho_1)\} \}
\leq \max \{d(q(s, \pi_1), q(s, \rho_1)), \frac{1}{2} d_{11_2}(\pi_2, \rho_2) \}
\leq \max \{d_{11_3}(\pi_1, \rho_1), \frac{1}{2} d_{11_2}(\pi_2, \rho_2) \}.
\]

Taking the supremum over $\text{St}$, the result follows.

(iii) Let $\phi_1, \phi_2 \in \Pi_2 \times \Pi_2 \to \Pi_2$ be non-expansive. Then, for arbitrary $\pi_1, \pi_2 \in \Pi_2$ and $s \in \text{St}$, we have

\[d(q(s, \Omega_1(\phi_1)(\pi_1, \pi_2)), q(s, \Omega_1(\phi_2)(\pi_1, \pi_2)))
\]
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\[ \leq d(\{\langle t, \phi_1(\langle \rho, \pi_2 \rangle) \mid \langle t, \rho \rangle \in q(s, \pi_1) \}, \langle t, \phi_2(\langle \rho, \pi_2 \rangle) \mid \langle t, \rho \rangle \in q(s, \pi_1) \}) \]

[Equation (7.3)]

\[ \leq \frac{1}{2} d(\phi_1, \phi_2). \]

Hence \( d(\Omega_1(\phi_1), \Omega_1(\phi_2)) \leq \frac{1}{2} d(\phi_1, \phi_2) \) and \( \Omega_1 \) is \( \frac{1}{2} \)-contractive. \( \square \)

Now we are in a position to prove well-definedness of the operator ‘;’: it is the unique fixed point of \( \Omega_1 \).

**Theorem 7.3.8** The operator ‘;’ as defined in Definition 7.3.2 is the unique fixed point of \( \Omega_1 \).

**Proof.** Since \( \Omega_1 \) is a \( \frac{1}{2} \)-contraction it has a unique fixed point by Banach’s fixed point theorem. It is easy to verify that ‘;’ is the fixed point of \( \Omega_1 \). \( \square \)

Next we proceed with the justification of the recursive definition of the operator ‘∥’ in \( \Pi_2 \) given in Definition 7.3.2. We use again a higher-order transformation.

**Definition 7.3.9** Let \((\phi \in) \) \( \text{Opr} \) be the set of all non-expansive maps in \( \Pi_2 \times \Pi_2 \rightarrow \Pi_2 \). The higher-order transformation \( \Omega_\parallel : \text{Opr} \rightarrow \text{Opr} \) is given by

\[ \Omega_\parallel(\phi)(\langle \pi_1, \pi_2 \rangle) = \Omega_1(\phi)(\langle \pi_1, \pi_2 \rangle) \square \Omega_1(\phi)(\langle \pi_2, \pi_1 \rangle). \]

Next we see that the higher-order transformation \( \Omega_\parallel \) is a contraction and has, assured by Banach’s theorem, a unique fixed point, being—by definition—‘∥’.

**Theorem 7.3.10** For every \( \phi \in \text{Opr} \), \( \Omega_\parallel(\phi) \) is non-expansive, whereas the function \( \Omega_\parallel \) is an \( \frac{1}{2} \)-contraction. Further, the operator ‘∥’ as defined in Definition 7.3.2 is the unique fixed point of \( \Omega_\parallel \).

**Proof.** The proof of the first part of the theorem is straightforward from the definition of \( \Omega_\parallel \), and Lemmas 7.3.3 and 7.3.7. Since \( \Omega_\parallel \) is an \( \frac{1}{2} \)-contraction it has a unique fixed point by Banach’s fixed point theorem. It is easy to verify that ‘∥’ is indeed the fixed point of \( \Omega_\parallel \). \( \square \)

We are now ready to present the semantics \( WP_2 \) for \( \mathcal{L}_2 \).
**Definition 7.3.11** The weakest precondition semantics \( W_{P_2} \) is the unique function in \( \mathcal{L}_2 \rightarrow \Pi_2 \) satisfying

\[
\begin{align*}
W_{P_2}[\langle d, v := e \rangle] &= [\mathcal{E}_v(e)/v], \\
W_{P_2}[\langle d, b \rightarrow \rangle] &= \mathcal{B}_v(b)\rightarrow, \\
W_{P_2}[\langle d, x \rangle] &= W_{P_2}[\langle d, d(x) \rangle], \\
W_{P_2}[\langle d, (S_1 ; S_2) \rangle] &= W_{P_2}[\langle d, S_1 \rangle] ; W_{P_2}[\langle d, S_2 \rangle], \\
W_{P_2}[\langle d, S_1 \sqcap S_2 \rangle] &= W_{P_2}[\langle d, S_1 \rangle] \sqcap W_{P_2}[\langle d, S_2 \rangle], \\
W_{P_2}[\langle d, S_1 \parallel S_2 \rangle] &= W_{P_2}[\langle d, S_1 \rangle] \parallel W_{P_2}[\langle d, S_2 \rangle].
\end{align*}
\]

Justification of the proposed definition can be obtained by an application of the higher order transformation technique in a metric setting, as proposed originally in [122]. We need first a map \( wgt_2 \) which assigns a natural number to every program in \( \mathcal{L}_2 \) to be used in proofs based on induction. It is defined inductively as follows:

\[
\begin{align*}
wgt_2(\langle d, v := e \rangle) &= 1, \\
wgt_2(\langle d, b \rightarrow \rangle) &= 1, \\
wgt_2(\langle d, x \rangle) &= wgt_2(\langle d, d(x) \rangle) + 1, \\
wgt_2(\langle d, S_1 ; S_2 \rangle) &= wgt_2(\langle d, S_1 \rangle) + 1, \\
wgt_2(\langle d, S_1 \sqcap S_2 \rangle) &= \max\{wgt_2(\langle d, S_1 \rangle), wgt_2(\langle d, S_2 \rangle)\} + 1, \\
wgt_2(\langle d, S_1 \parallel S_2 \rangle) &= \max\{wgt_2(\langle d, S_1 \rangle), wgt_2(\langle d, S_2 \rangle)\} + 1.
\end{align*}
\]

The *weight function* \( wgt_2 \) is well-defined for each pair \( \langle d, S \rangle \in \mathcal{L}_2 \) as can be easily seen by induction on the syntactic complexity: first on the complexity of guarded statements and then on the complexity of general statements (more information on the weight functions can be found in [47] and [23]). We are now ready for the justification of the semantic function \( W_{P_2} \). It is based on a mapping \( \Psi_2 : \text{Sem}_2 \rightarrow \text{Sem}_2 \) where \( (F \in)\text{Sem}_2 = \mathcal{L}_2 \rightarrow \Pi_2 \). Pivotal is the clause

\[
\Psi_2(F)(\langle d, S_1 ; S_2 \rangle) = \Psi_2(F)(\langle d, S_1 \rangle) \; ; \; F(\langle d, S_2 \rangle)
\]

for the sequential composition. Note that \( F \) and not \( \Psi_2(F) \) is applied to the second component \( S_2 \). The unique fixed point of this continuous endomorphism
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will satisfy the conditions of Definition 7.3.11.

**Lemma 7.3.12** Let \( F \in \text{Sem}_2 = \mathcal{L}_2 \to \Pi_2 \). Define \( \Psi_2 : \text{Sem}_2 \to \text{Sem}_2 \) inductively by

\[
\begin{align*}
\Psi_2(F)((d, v := e)) &= |\mathcal{E}_v(e)|/v, \\
\Psi_2(F)((d, b \to)) &= B_\downarrow(b) \\
\Psi_2(F)((d, x)) &= \Psi_2(F)((d, d(x))), \\
\Psi_2(F)((d, \langle S_1 \uplus S_2 \rangle)) &= \Psi_2(F)((d, S_1)); F((d, S_2)), \\
\Psi_2(F)((d, \langle S_1 \uplus S_2 \rangle)) &= \Psi_2(F)((d, S_1)) \uplus \Psi_2(F)((d, S_2)).
\end{align*}
\]

Then \( \Psi_2 \) is \( \frac{1}{2} \)-contractive and \( Wp_2 \) defined in Definition 7.3.11 is the unique fixed point of \( \Psi_2 \).

**Proof.** We show, by induction on \( \text{wgt}_2((d, S)) \), that

\[
\text{d}_{\text{Sem}_2}(\Psi_2(F_1)((d, S)), \Psi_2(F_2)((d, S))) \leq \frac{1}{2} \cdot \text{d}_{\text{Sem}_2}(F_1, F_2)
\]

for any \( F_1, F_2 \in \text{Sem}_2 \). We expand two typical sub-cases (omitting the subscripts on the distance functions).

\[
\begin{align*}
[x] \quad & \text{d}(\Psi_2(F_1)((d, x)), \Psi_2(F_2)((d, x))) \\
&= \text{d}(\Psi_2(F_1)((d, d(x))), \Psi_2(F_2)((d, d(x)))) \\
&\leq \frac{1}{2} \text{d}(F_1, F_2). \quad \text{[induction hypothesis]}
\end{align*}
\]

\[
\begin{align*}
[S_1 \uplus S_2] \quad & \text{d}(\Psi_2(F_1)((d, S_1 \uplus S_2)), \Psi_2(F_2)((d, S_1 \uplus S_2))) \\
&= \text{d}(\Psi_2(F_1)((d, S_1)), \Psi_2(F_2)((d, S_1))) \uplus F_1((d, S_2))) \\
&\leq \max\{\text{d}(\Psi_2(F_1)((d, S_1)), \Psi_2(F_2)((d, S_1)), \frac{1}{2} \text{d}(F_1((d, S_2)), F_2((d, S_2)))\} \quad \text{[Lemma 7.3.7.(ii)]} \\
&\leq \frac{1}{2} \text{d}(F_1, F_2). \quad \text{[induction hypothesis, definition \( \text{d}(F_1, F_2) \)]}
\end{align*}
\]

The language \( \mathcal{L}_2 \) does not have the assert command \( \{b\} \) as primitive: it is undefined if \( b \) fails whereas it acts as skip otherwise. A subsequent extension of the models is necessary. However, an additional clause involving the operator
\[ W_{P_2}[\{b\}](P) = \{s \mid s \in B_v(b) \& s \in P \} \]

is sufficient. The underlying domain then needs to be adapted as well. Preservation of nonempty intersections will replace the multiplicativity condition. Locality can also be dealt with, using techniques developed in the metric setting (see [32] and also [23]). By adding a simple atomization operator on sequential and non-deterministic statements, synchronization via semaphores can be easily obtained in the setting of \( \Pi_2 \). It is an open problem, however, if it is possible to deal with \textit{angelic} non-determinacy.

Let us now consider some examples, one of which involving the parallel operator, to illustrate the semantics \( W_{P_2} \) and the definition of the operators given in Definition 7.3.2. The sequential statement \( v_1 := 1 ; v_2 := 2 \) will act as the first example. Maybe surprisingly we will obtain for the predicate

\[ P = \{s \in \text{St} \mid s(v_1) = 1 \& s(v_2) = 2 \} \]

that \( W_{P_2}[\langle d, v_1 := 1 ; v_2 := 2 \rangle](P) = \emptyset \) (for some fixed, but arbitrary declaration \( d \)). Let us write \( \pi_1, \pi_2 \) for \( W_{P_2}[\langle d, v_1 := 1 \rangle] \), \( W_{P_2}[\langle d, v_2 := 2 \rangle] \), respectively. We then have

\[ W_{P_2}[\langle d, v_1 := 1 ; v_2 := 2 \rangle](P) = (\pi_1 ; \pi_2)(P) \]
\[ = \pi_1(\{s \mid \langle s, \pi_2 \rangle \in P \} \cup \{\langle s, \rho \rangle \mid \langle s, \rho ; \pi_2 \rangle \in P \}) \]
\[ = \{s \mid \langle s[1/v_1], \pi_2 \rangle \in P \} \]
\[ = \emptyset. \]

The point is that \( P \) only allows \textit{immediate} terminating computations, whereas the sequential composition has also one intermediate state as reflected in the pair \( \langle s[1/v_1], \pi_2 \rangle \). In general, if we want to use our predicate transformer semantics to show that a program can achieve certain goals being indifferent as to how it will be reached, we can incorporate such pairs as \( \langle s[1/v_1], \pi_2 \rangle \) in the predicate \( P \). So the predicate \( P \subseteq \text{St} \) has to be ‘enhanced’ with pairs representing the same input/output information to accommodate for composite elements in \( \text{St} + \text{St} \times \Pi_2 \).

**Definition 7.3.13** For \( P \subseteq \text{St} \) define the enhanced predicate for total correctness \( P^{tc} \) on \( \text{St} + \text{St} \times \Pi_2 \) by
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\[
P^{tc} = \bigcup_n P^{tc}_n \quad \text{where} \quad \begin{cases} 
  P^{tc}_0 & = \emptyset \\
  P^{tc}_{n+1} & = P \cup \{ \langle s, \rho \rangle \mid s \in \rho(P^{tc}_n) \}.
\end{cases}
\]

By induction on \( n \geq 0 \), it is straightforward to see that \( P^{tc}_n \subseteq P^{tc}_{n+1} \). Furthermore, for every \( n \geq 0 \), \( P^{tc}_n \) is open in the metric topology of the metric space \( \mathcal{S}t + \mathcal{S}t \times \frac{1}{2} \cdot \Pi_2 \). This is a consequence of the following lemma.

**Lemma 7.3.14** Let \( P \subseteq \mathcal{S}t \). For every \( n \geq 0 \), if \( x \in P^{tc}_n \) then \( B_{2^{-n}}(x) \subseteq P^{tc}_n \).

**Proof.** We prove the above statement by induction on \( n \geq 0 \). Since \( P^{tc}_0 = \emptyset \) the basis case is obviously true.

Assume \( z \in P^{tc}_n \) implies \( B_{2^{-n}}(z) \subseteq P^{tc}_n \). Let \( x \in P^{tc}_{n+1} \). By definition of \( P^{tc}_{n+1} \) we have two cases: either \( x \in P \) or \( x = \langle s, \pi \rangle \) with \( s \in \pi(P^{tc}_n) \). In the first case

\[
B_{2^{-n+1}}(x) = \{ x \} \subseteq P \subseteq P^{tc}_{n+1}.
\]

In the other case, \( q(s, \pi) \subseteq P^{tc}_n \) by Lemma 7.2.2. Let \( \langle t, \rho \rangle \in B_{2^{-n+1}}(\langle s, \pi \rangle) \). Then \( t = s \) and \( d_B(\pi, \rho) < 2^{-n} \). Hence \( d(q(s, \pi), q(s, \rho)) < 2^{-n} \). By Proposition 2.3.2 it follows that for every \( y \in q(s, \rho) \) there exists \( z \in q(s, \pi) \) such that \( d(y, z) < 2^{-n} \), that is \( y \in B_{2^{-n}}(z) \). Since \( z \in q(s, \pi) \subseteq P^{tc}_n \), by the induction hypothesis it follows \( B_{2^{-n}}(z) \subseteq P^{tc}_n \). Therefore \( q(s, \rho) \subseteq P^{tc}_n \). By Lemma 7.2.2, \( s \in \rho(P^{tc}_n) \) and hence \( \langle s, \rho \rangle \in P^{tc}_{n+1} \). \( \Box \)

Using the property that metric predicate transformers preserve directed unions of metric open sets we have that

\[
\pi(P^{tc}) = \pi \left( \bigcup_n P^{tc}_n \right) = \bigcup_n \pi(P^{tc}_n),
\]

for \( P \subseteq \mathcal{S}t \) and \( \pi \in \Pi_2 \). This fact will be used later in Theorem 7.5.5 in order to show the correctness of the \( Wp_2[\cdot] \) semantics with respect to the weakest precondition semantics \( Wp_0[\cdot] \) given in Chapter 3. Moreover, using the above equation it is immediate to see that for \( P \subseteq \mathcal{S}t \) the enhanced predicate \( P^{tc} \) is the least subset of \( \mathcal{S}t + \mathcal{S}t \times \Pi_2 \) satisfying

\[
P^{tc} = P \cup \{ \langle s, \rho \rangle \mid s \in \rho(P^{tc}) \}.
\]
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Therefore $P^{tc}$ consists of elements of $P$ and those pairs $(s, \rho)$ for which $s$ is appropriate in that it will lead to $P^{tc}$ following $\rho$. We will return to this point in Section 7.5.

Returning to the example for $v_1 := 1; v_2 := 2$ we can now calculate the semantics for $P^{tc}$, where $P = \{s \in St \mid s(v_1) = 1 \land s(v_2) = 2\}$. Recall that we write $\pi_1$, $\pi_2$ for $Wp_2[[d, v_1 := 1]], Wp_2[[d, v_2 := 2]]$, respectively. We have

$$\begin{align*}
Wp_2[[d, v_1 := 1 ; v_2 := 2]](P^{tc}) &= (\pi_1 ; \pi_2)(P^{tc}) \\
&= \pi_1(\{s \mid (s, \pi_2) \in P^{tc}\} \cup \{(s, \rho) \mid (s, \rho ; \pi_2) \in P^{tc}\}) \\
&= \{s \mid (s[1/v_1], \pi_2) \in P^{tc}\} \\
&= \{s \mid s[1/v_1] \in \pi_2(P^{tc})\} \\
&= \{s \mid s[1/v_1][2/v_2] \in P^{tc}\} \\
&= \{s \mid s[1/v_1][2/v_2](v_1) = 1 \land s[1/v_1][2/v_2](v_2) = 2\} \\
&= St,
\end{align*}$$

which is the result to be expected.

As a second example, we compute the weakest precondition of the statement $(v_1 := 1 \parallel v_2 := 2) \parallel v_3 := 3$ for the enhanced predicate for total correctness of the predicate

$$P = \{s \in St \mid s(v_1) + s(v_2) = s(v_3)\}.$$

Let $\pi_1 = Wp_2[[d, v_1 := 1]], \pi_2 = Wp_2[[d, v_2 := 2]]$ and $\pi_3 = Wp_2[[d, v_3 := 3]]$. We have

$$\begin{align*}
Wp_2[[v_1 := 1 \parallel v_2 := 2 \parallel v_3 := 3]](P^{tc}) &= ((\pi_1 \parallel \pi_2) \parallel \pi_3)(P^{tc}) \\
&= (\pi_1 \parallel \pi_2)(\{s \mid (s, \pi_3) \in P^{tc}\} \cup \{(s, \rho) \mid (s, \rho \parallel \pi_3) \in P^{tc}\}) \cap \\
&\quad \pi_3(\{s \mid (s, \pi_1 \parallel \pi_2) \in P^{tc}\} \cup \{(s, \rho) \mid (s, (\pi_1 \parallel \pi_2) \parallel \rho) \in P^{tc}\}) \\
&= \pi_1(\{s \mid (s, \pi_2) \in \{s \mid (s, \pi_3) \in P^{tc}\} \cup \{(s, \rho) \mid (s, (\pi_1 \parallel \pi_2) \parallel \rho) \in P^{tc}\})\cup \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_2) \in \{s \mid (s, \pi_3) \in P^{tc}\}\} \cup \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_3) \in P^{tc}\}) \cap \\
&\quad \pi_2(\{s \mid (s, \pi_1) \in \{s \mid (s, \pi_3) \in P^{tc}\} \cup \{(s, \rho) \mid (s, (\pi_1 \parallel \pi_2) \parallel \rho) \in P^{tc}\})\cup \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_1) \in \{s \mid (s, \pi_3) \in P^{tc}\}\} \cup \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_3) \in P^{tc}\}) \cap \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_3) \in P^{tc}\}) \cap \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_3) \in P^{tc}\}) \cap \\
&\quad \{(s, \rho) \mid (s, \rho \parallel \pi_3) \in P^{tc}\}) \cap
\end{align*}$$
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\[ \pi_3(\{s \mid \langle s, \pi_1 \parallel \pi_2 \rangle \in P_{tc}\} \cup \{\langle s, \rho \mid \langle s, (\pi_1 \parallel \pi_2) \parallel \rho \rangle \in P_{tc}\}) \]

\[ = \pi_1(\{s \mid \langle s, \pi_2 \parallel \pi_3 \rangle \in P_{tc}\} \cup \{\langle s, \rho \mid \langle s, (\rho \parallel \pi_2) \parallel \pi_3 \rangle \in P_{tc}\}) \cap \]

\[ \pi_2(\{s \mid \langle s, \pi_1 \parallel \pi_3 \rangle \in P_{tc}\} \cup \{\langle s, \rho \mid \langle s, (\pi_1 \parallel \rho) \parallel \pi_3 \rangle \in P_{tc}\}) \cap \]

\[ \pi_3(\{s \mid \langle s, \pi_1 \parallel \pi_2 \rangle \in P_{tc}\} \cup \{\langle s, \rho \mid \langle s, (\pi_1 \parallel \pi_2) \parallel \rho \rangle \in P_{tc}\}) \]

\[ = \{s \mid s[1/v_1] \in (\pi_2 \parallel \pi_3)(P_{tc}) \} \cap \{s \mid s[2/v_2] \in (\pi_1 \parallel \pi_3)(P_{tc}) \} \cap \]

\[ \{s \mid s[3/v_3] \in (\pi_1 \parallel \pi_2)(P_{tc}) \} \]

\[ = \ldots \]

\[ = \{s \mid s[1/v_1][2/v_2][3/v_3] \in P_{tc}\} \]

\[ = \text{St.} \]

The example also indicates a more general relationship for parallel compositions of predicate transformers. Let us use \( \pi_{1 \ldots k} \) to denote the left associated parallel composition of \( \pi_1, \ldots, \pi_k; \pi_{1 \ldots k}^r \) (with \( 1 \leq r \leq k \)) for \( \pi_{1 \ldots k} \) but leaving out the operand \( \pi_r \), and \( \tilde{\pi}_{1 \ldots k}^r \) for \( \pi_{1 \ldots k} \) but now replacing the operand \( \pi_r \) by the predicate transformer \( \rho \). We then have

\[ \pi_{1 \ldots k}(P) = \bigcap_{r=1}^{k} \pi_r(\{s \mid \langle s, \pi_{1 \ldots k}^r \rangle \in P\} \cup \{\langle s, \rho \mid \langle s, \tilde{\pi}_{1 \ldots k}^r \rangle \in P\}). \quad (7.4) \]

The above equation can be verified by a straightforward inductive argument using the various definitions.

In both the above examples we have used the semantic function \( WP_{2}[-] \) to study correctness properties. A more involved and probably more interesting example of application of the metric predicate transformer semantics \( WP_{2}[-] \) will be given in Section 7.5, where we will make more precise the connection with the weakest (liberal) precondition semantics introduced in Chapter 3.

### 7.4 Relationships with state transformers

Next we turn to a state transformer domain \( \Sigma_2 \) suitable for a compositional forward semantics of the language \( L_2 \). The metric resumption domain \( \Sigma_2 \) is used to measure the ‘goodness’ of the weakest precondition semantics \( WP_2 \). We define \((\sigma \in) \Sigma_2 \) as a variation of the domain introduced by De Bakker and Zucker in [24]: it is the unique (up to isometry) solution of the domain equation
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\( X = \text{St} \rightarrow \mathcal{P}_\infty(\text{St} + \text{St} \times \frac{1}{2} \cdot X). \)

The intuition behind the above domain is as follows: statements are functions which deliver for each input state a set consisting of output states and/or pairs composed from the output after one atomic computation step together with a function representing the rest of the computation. The domain \( \Sigma_2 \) comes equipped with the following operations (see [24] for a justification of their well-definedness).

**Definition 7.4.1** For every function \( f : \text{St} \rightarrow \text{Val} \), individual variable \( v \in \text{IVar} \) and subset \( V \) of \( \text{St} \) define the state transformers \( [f/v] \) and \( \strans V \) in \( \Sigma_2 \) by

\[
[f/v](s) = \{ s[f(s)]/v \}; \quad \strans V(s) = \begin{cases} \{ s \} & \text{if } s \in V \\ \emptyset & \text{otherwise} \end{cases}
\]

for every \( s \in \text{St} \). The binary operators \( \cdot \), \( \boxdot \) and \( \parallel \) on \( \Sigma_2 \) are given by

\[
\sigma_1 ; \sigma_2(s) = \{ \langle t, \sigma_2 \rangle \mid t \in \sigma_1(s) \} \cup \{ \langle t, \tau ; \sigma_2 \rangle \mid \langle t, \tau \rangle \in \sigma_1(s) \}, \\
\sigma_1 \boxdot \sigma_2(s) = \sigma_1(s) \cup \sigma_2(s), \\
\sigma_1 \parallel \sigma_2(s) = \{ \langle t, \sigma_2 \rangle \mid t \in \sigma_1(s) \} \cup \{ \langle t, \tau \parallel \sigma_2 \rangle \mid \langle t, \tau \rangle \in \sigma_1(s) \} \cup \{ \langle t, \sigma_1 \parallel \tau \rangle \mid \langle t, \tau \rangle \in \sigma_2(s) \},
\]

for \( \sigma_1, \sigma_2 \in \Sigma_2 \) and \( s \in \text{St} \).

The above operations are all we need to give a compositional forward semantics for \( \mathcal{L}_2 \) along the lines of Definition 7.3.11. On the basis of the general isomorphisms between state and predicate transformers studied in Theorem 6.2.12 we can formulate the relationship between \( \Sigma_2 \) and \( \Pi_2 \). The two domains are isomorphic. However, the isomorphism is not an order-isomorphism but an isometry between the complete metric space \( \Sigma_2 \) and the complete metric space \( \Pi_2 \). Since the isomorphism will preserve the operations defined above, it follows that the backward and the forward semantics of \( \mathcal{L}_2 \) are isomorphic.

We need some preparatory steps to prove an isomorphism between the two semantic domains.
Definition 7.4.2 Define the domain transformation \( pt : \Sigma_2 \rightarrow \Pi_2 \) by

\[
pt(\sigma)(P) = \{ s \in \text{St} \mid (t \in \sigma(s) \Rightarrow t \in P) \& \langle t, \tau \rangle \in \sigma(s) \Rightarrow \langle t, pt(\tau) \rangle \in P \},
\]

for all \( \sigma \in \Sigma_2 \), and \( P \subseteq \text{St} + \text{St} \times \Pi_2 \).

In order to justify the well-definedness of \( pt \) we introduce a higher-order transformation in a such way that it is contractive and \( pt \) is its unique fixed point. Define the higher-order transformation \( \Omega_{pt} : (\Sigma_2 \xrightarrow{\frac{1}{2}} \Pi_2) \rightarrow (\Sigma_2 \xrightarrow{\frac{1}{2}} \Pi_2) \) by

\[
\Omega_{pt}(tr)(\sigma)(P) = \{ s \in \text{St} \mid (t \in \sigma(s) \Rightarrow t \in P) \& \langle t, \tau \rangle \in \sigma(s) \Rightarrow \langle t, tr(\tau) \rangle \in P \},
\]

for all non-expansive \( tr : \Sigma_2 \rightarrow \Pi_2 \), \( \sigma \in \Sigma_2 \), and \( P \subseteq \text{St} + \text{St} \times \Pi_2 \).

Lemma 7.4.3 Let \( tr : \Sigma_2 \rightarrow \Pi_2 \) be non-expansive and \( \sigma \in \Sigma_2 \). Then

(i) \( \Omega_{pt}(tr)(\sigma) \in \Pi_2 \),
(ii) \( \Omega_{pt}(tr) \) is non-expansive,
(iii) the transformation \( \Omega_{pt} \) is \( \frac{1}{2} \)-contractive.

Therefore \( \Omega_{pt} \) has a unique fixed point which is the function \( pt \) of Definition 7.4.2.

Proof. (i) Choose arbitrary \( tr : \Sigma_2 \xrightarrow{\frac{1}{2}} \Pi_2 \) and \( \sigma \in \Sigma_2 \), and put \( \pi = \Omega_{pt}(tr)(\sigma) \). Multiplicativity of \( \pi \) is straightforwardly checked. Preservation of directed joins of opens by \( \pi \) is verified as follows. Take \( \mathcal{V} \) to be a directed set of metric opens of \( \text{St} + \text{St} \times \frac{1}{2} \cdot \Pi_2 \). Note that the set

\[
\{ t \in \text{St} \mid t \in \sigma(s) \} \cup \{ \langle t, tr(\tau) \rangle \in \text{St} \times \Pi_2 \mid \langle t, \tau \rangle \in \sigma(s) \}
\]

is compact: its first constituent equals \( \sigma(s) \cap \text{St} \), which is the intersection of a compact and a closed set. Its second constituent is the continuous image – under \( \langle \text{id}_{\text{St}}, tr \rangle \) – of the compact set \( \sigma(s) \cap (\text{St} \times \Sigma_2) \). Therefore,

\[
s \in \pi(\bigcup \mathcal{V})
\]

\[
\Leftrightarrow \{ t \in \text{St} \mid t \in \sigma(s) \} \cup \{ \langle t, tr(\tau) \rangle \mid \langle t, \tau \rangle \in \sigma(s) \} \subseteq \bigcup \mathcal{V} \quad [\text{definition } \Omega_{pt}]
\]
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\(\exists P \in \mathcal{Y}; \{t \mid t \in \sigma(s)\} \cup \\{\langle t, \tau \rangle \mid \langle t, \tau \rangle \in \sigma(s)\} \subseteq P \quad \text{[compactness]}\)

\(\iff s \in \bigcup \{\pi(P) \mid P \in \mathcal{Y}\}.\)

(ii) For arbitrary \(tr : \Sigma_2 \to \Pi_2, \sigma \in \Sigma_2, \) and \(P \subseteq \text{St} + \text{St} \times \Pi_2\) we have

\(s \in \Omega_{pt}(tr)(\sigma)(P)\)

\(\iff (t \in \sigma(s) \Rightarrow t \in P) \&\)

\(\{\langle t, \tau \rangle \in \sigma(s) \Rightarrow \langle t, \tau \rangle \in P\} \quad \text{[definition } \Omega_{pt}]\)

\(\iff \{t \in \text{St} \mid t \in \sigma(s)\} \cup \{\langle t, \tau \rangle \mid \langle t, \tau \rangle \in \sigma(s)\} \subseteq P.\)

Therefore, by Lemma 7.2.2,

\[q(s, \Omega_{pt}(tr)(\sigma)) = \{t \in \text{St} \mid t \in \sigma(s)\} \cup \{\langle t, \tau \rangle \mid \langle t, \tau \rangle \in \sigma(s)\}. \quad (7.5)\]

Now, let \(tr : \Sigma_2 \to \Pi_2\) and choose, in order to show the non-expansiveness of \(\Omega_{pt}(tr), \sigma_1, \sigma_2 \in \Sigma_2.\) We then have (omitting the subscripts of the distance functions)

\[d(\Omega_{pt}(tr)(\sigma_1), \Omega_{pt}(tr)(\sigma_2)) = \sup\{ d(q(s_1, \Omega_{pt}(tr)(\sigma_1)), q(s_2, \Omega_{pt}(tr)(\sigma_2))) \mid s \in \text{St} \}\]

\[= \max\{ \sup\{ d(\{t \in \text{St} \mid t \in \sigma_1(s)\}, \{t \in \text{St} \mid t \in \sigma_2(s)\}) \mid s \in \text{St} \}, \]

\[\quad \sup\{ d(\{\langle t, \tau \rangle \mid \langle t, \tau \rangle \in \sigma_1(s)\}, \]

\[\quad \{\langle t, \tau \rangle \mid \langle t, \tau \rangle \in \sigma_2(s)\}) \mid s \in \text{St} \}\} \quad \text{[Equation (7.5)]}\]

\[\leq \sup\{ d(\sigma_1(s), \sigma_2(s)) \mid s \in \text{St} \} \quad \text{[tr non-expansive]}\]

\[= d(\sigma_1, \sigma_2).\]

(iii) Pick any \(tr_1, tr_2 \in \Sigma_2 \to \Pi_2.\) Then we have

\[d(\Omega_{pt}(tr_1), \Omega_{pt}(tr_2)) = \sup\{ d(\Omega_{pt}(tr_1)(\sigma), \Omega_{pt}(tr_2)(\sigma)) \mid \sigma \in \Sigma_2 \} \quad \text{[distance on } \Sigma_2 \to \Pi_2]\]

\[= \sup\{ d(q(s_1, \Omega_{pt}(tr_1)(\sigma)), q(s_2, \Omega_{pt}(tr_2)(\sigma))) \mid \sigma \in \Sigma_2 \& s \in \text{St} \}\]

\[\leq \sup\{ d(\{\langle t, \tau_1(\sigma) \rangle \mid \langle t, \tau \rangle \in \sigma(s)\}, \]

\[\quad \{\langle t, \tau_2(\sigma) \rangle \mid \langle t, \tau \rangle \in \sigma(s)\}) \mid \sigma \in \Sigma_2 \& s \in \text{St} \}\} \quad \text{[Eq. (7.5)]}\]

\[\leq \sup\{ \frac{1}{2} d(tr_1(\sigma), tr_2(\sigma)) \mid \sigma \in \Sigma_2 \& \langle t, \tau \rangle \in \sigma(s)\}\]

\[\leq \frac{1}{2} d(tr_1, tr_2). \quad \Box\]

From the proof of the Lemma 7.4.3 we have, taking \(pt\) for \(tr,\)

\[q(s, \Omega_{pt}(pt)(\sigma)) = \{t \in \text{St} \mid t \in \sigma(s)\} \cup \{\langle t, pt(\tau) \rangle \mid \langle t, \tau \rangle \in \sigma(s)\}.\]

Since \(pt\) is the unique fixed point of \(\Omega_{pt},\) the following corollary is immediate.
Corollary 7.4.4 For every $\sigma \in \Sigma_2$ and $s \in \text{St}$, it holds that
\[
q(s, pt(\sigma)) = \{ t \in \text{St} \mid t \in \sigma(s) \} \cup \{ \langle t, pt(\tau) \rangle \mid \langle t, \tau \rangle \in \sigma(s) \}
\]
Next we define a function which maps a predicate transformer to a state transformer.

Definition 7.4.5 Define the domain transformation $st : \Pi_2 \rightarrow \Sigma_2$ by
\[
st(\pi)(s) = \{ t \in \text{St} \mid t \in q(s, \pi) \} \cup \{ \langle t, st(\rho) \rangle \mid \langle t, \rho \rangle \in q(s, \pi) \},
\]
for all $\pi \in \Pi_2$, and $s \in \text{St}$.

Again, to show the well-definedness of the function $st$ we introduce the higher-order transformation $\Omega_{st} : (\Pi_2 \xrightarrow{\downarrow} \Sigma_2) \rightarrow (\Pi_2 \xrightarrow{\downarrow} \Sigma_2)$. It is given by
\[
\Omega_{st}(tr)(\pi)(s) = \{ t \in \text{St} \mid t \in q(s, \pi) \} \cup \{ \langle t, tr(\rho) \rangle \mid \langle t, \rho \rangle \in q(s, \pi) \},
\]
for all non-expansive $tr : \Pi_2 \rightarrow \Sigma_2$, $\pi \in \Pi_2$, and $s \in \text{St}$.

Lemma 7.4.6 Let $tr : \Pi_2 \rightarrow \Sigma_2$ be non-expansive and $\pi \in \Pi_2$. Then

(i) $\Omega_{st}(tr)(\pi) \in \Sigma_2$,
(ii) $\Omega_{st}(tr)$ is non-expansive, and
(iii) the transformation $\Omega_{st}$ is $\frac{1}{2}$-contractive.

Proof. Similar to the proof of Lemma 7.4.3 and hence omitted. \qed

We are now in a position to prove the isometry between $\Sigma_2$ and $\Pi_2$.

Theorem 7.4.7 The non-expansive functions $pt : \Sigma_2 \rightarrow \Pi_2$ and $st : \Pi_2 \rightarrow \Sigma_2$ form an isometry between $\Sigma_2$ and $\Pi_2$.

Proof. It is enough to check that $pt : \Sigma_2 \rightarrow \Pi_2$ and $st : \Pi_2 \rightarrow \Sigma_2$ satisfy
\[
st \circ pt = id_{\Sigma_2} \quad \text{and} \quad pt \circ st = id_{\Pi_2}.
\]
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First we verify \( st \circ pt = id_{\Sigma_2} \). Note that by the respective definitions and Corollary 7.4.4,

\[
st(pt(\sigma))(s) = \{ t \in St \mid t \in q(s, pt(\sigma)) \} \cup \{ \langle t, st(\rho) \rangle \mid \langle t, \rho \rangle \in q(s, pt(\sigma)) \}
\]

\[
= \{ t \in St \mid t \in \sigma(s) \} \cup \{ \langle t, st(pt(\tau)) \rangle \mid \langle t, \tau \rangle \in \sigma(s) \}.
\]

Suppressing the subscript \( \Sigma_2 \) for the moment, by the above characterization of \( st(pt(\sigma))(s) \) we derive

\[
d(id, st \circ pt) \\
= \sup \{ d(\sigma(s), st(pt(\sigma))(s)) \mid \sigma \in \Sigma_2 \land s \in St \}
\]

\[
\leq \sup \{ d(\langle t, \tau \rangle, \langle t, st(pt(\tau)) \rangle) \mid \sigma \in \Sigma_2 \land s \in St \land \langle t, \tau \rangle \in \sigma(s) \}
\]

\[
\leq \frac{1}{2} \sup \{ d(\tau, st(pt(\tau))) \mid \sigma \in \Sigma_2 \land s \in St \land \langle t, \tau \rangle \in \sigma(s) \}
\]

\[
\leq \frac{1}{2} d(id, st \circ pt).
\]

From this we conclude \( st \circ pt = id_{\Sigma_2} \). Likewise, but slightly simpler, one derives

\[
d_{\Pi_2}(id_{\Pi_2}, pt \circ st) \leq \frac{1}{2} d_{\Pi_2}(id_{\Pi_2}, pt \circ st)
\]

and, consequently, \( pt \circ st = id_{\Pi_2} \). \( \Box \)

Next we prove that both the domain transformations \( pt \) and \( st \) preserve assignments and conditionals as well as the operations of sequential composition, choice and parallel composition. Since they form an isomorphism, it is enough to prove the result only for \( pt \).

**Lemma 7.4.8** Let \( f : St \to Val, \ v \in IVar, \ V \subseteq St, \) and \( \sigma_1, \sigma_2 \in \Sigma_2 \). Then

(i) \( pt([f/v]) = [f/v] \);

(ii) \( pt(V \rightarrow) = V \rightarrow) \);

(iii) \( pt(\sigma_1 \ ; \sigma_2) = pt(\sigma_1) \ ; pt(\sigma_2) \);

(iv) \( pt(\sigma_1 \ \& \sigma_2) = pt(\sigma_1) \ \& pt(\sigma_2) \);

(v) \( pt(\sigma_1 \ \| \sigma_2) = pt(\sigma_1) \ \| pt(\sigma_2) \).

**Proof.**

(i) For every \( P \subseteq St + St \times \Pi_2 \) we have

\[
pt([f/v])(P) = \{ s \in St \mid s[f/(s)/v] \in P \} \quad \text{[definition \([f/v]\ \text{in} \ \Sigma_2\]}]
\]

\[
= [f/v](P) \quad \text{[definition \([f/v]\ \text{in} \ \Pi_2\]}]
\]
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(ii) Let \( P \subseteq \text{St} + \text{St} \times \Pi_2 \). Then

\[
\text{pt}(V \rightarrow)(P) = \{ s \in \text{St} \mid s \in V \Rightarrow s \in P \} \quad \text{[definition \( V \rightarrow \) in } \Sigma_2] \\
= V \rightarrow(P). \quad \text{[definition \( V \rightarrow \) in } \Pi_2]
\]

(iii) First notice the following

\[
s \in \pi_1; \pi_2(P) \iff \exists \pi_1(\{t \in \text{St} \mid \langle t, \pi_2 \rangle \in P\} \cup \{\langle t, \rho \mid \langle t, \rho ; \pi_2 \rangle \in P\})
\]

\[
q(s, \pi_1) \subseteq \{t \in \text{St} \mid \langle t, \pi_2 \rangle \in P\}
\]

\[
\Rightarrow \{\langle t, \rho \mid \langle t, \rho ; \pi_2 \rangle \in P\} \quad \text{[Lemma 7.2.2]}
\]

\[
\Rightarrow \{\langle t, \pi_2 \rangle \mid t \in q(s, \pi_1)\} \cup \{\langle t, \rho \mid t \in q(s, \pi_1) \mid \langle t, \rho \rangle \in q(s, \pi_1)\} \subseteq P.
\]

This means, by Lemma 7.2.2 that

\[
q(s, \pi_1 ; \pi_2) = \{\langle t, \pi_2 \rangle \mid t \in q(s, \pi_1)\} \cup \{\langle t, \rho \mid \pi_2 \rangle \mid t \in q(s, \pi_1) \mid \langle t, \rho \rangle \in q(s, \pi_1)\}.
\]

Hence, for \( \pi_1 = \text{pt}(\sigma_1) \), \( \pi_2 = \text{pt}(\sigma_2) \) and \( \rho = \text{pt}(\tau) \) (which is always the case as \( \text{pt} \) is an isomorphism), we have

\[
q(s, \text{pt}(\sigma_1) ; \text{pt}(\sigma_2)) = \{\langle t, \text{pt}(\sigma_2) \rangle \mid t \in q(s, \text{pt}(\sigma_1))\} \cup \{\langle t, \text{pt}(\tau) ; \text{pt}(\sigma_2) \rangle \mid t \in q(s, \text{pt}(\sigma_1))\}.
\]

On the other hand we have also

\[
q(s, \text{pt}(\sigma_1 ; \sigma_2)) = \{t \mid t \in \sigma_1 ; \sigma_2(s)\} \cup \{\langle t, \text{pt}(\tau) \rangle \mid \langle t, \tau \rangle \in \sigma_1 ; \sigma_2(s)\} \quad \text{[Corollary 7.4.4]}
\]

\[
= \{\langle t, \text{pt}(\sigma_2) \rangle \mid t \in \sigma_1(s)\} \cup \{\langle t, \text{pt}(\tau ; \sigma_2) \rangle \mid \langle t, \tau \rangle \in \sigma_1(s)\} \quad \text{[Definition } \langle t, \rangle ; \rangle] \\
= \{\langle t, \text{pt}(\sigma_2) \rangle \mid t \in q(s, \text{pt}(\sigma_1))\} \cup \{\langle t, \text{pt}(\tau ; \sigma_2) \rangle \mid \langle t, \tau \rangle \in q(s, \text{pt}(\sigma_1))\}. \quad \text{[Corollary 7.4.4]}
\]

It is now easy to verify that, for a fixed \( \sigma_2 \in \Sigma_2 \),

\[
d(q(s, \text{pt}(\sigma_1) ; \text{pt}(\sigma_2)), q(s, \text{pt}(\sigma_1 ; \sigma_2))) \leq \frac{1}{2}d(\text{pt}(\sigma_1) ; \text{pt}(\sigma_2)), \text{pt}(\sigma_2), \text{pt}(\sigma_2)).
\]

Therefore we can conclude that

\[
d(\text{pt}(\sigma_1 ; \sigma_2), \sigma_2) = \sup \{d(\text{pt}(\sigma_1 ; \sigma_2), \text{pt}(\sigma_1 ; \sigma_2)) \mid \sigma_1 \in \Sigma_2\}
\]

\[
= \sup \{d(q(s, \text{pt}(\sigma_1 ; \sigma_2), q(s, \text{pt}(\sigma_1 ; \sigma_2)) \mid \sigma_1 \in \Sigma_2 \& s \in \text{St}\}
\]

\[
\leq \sup \{\frac{1}{2}d(\text{pt}(\sigma_1 ; \sigma_2), \text{pt}(\sigma_1) ; \sigma_2) \mid \sigma_1 \in \Sigma_2\}
\]

\[
= \frac{1}{2}d(\text{pt}(\sigma_1 ; \sigma_2), \text{pt}(\sigma_1) ; \sigma_2) = \text{pt}(\sigma_1) ; \text{pt}(\sigma_2).
\]

The above implies \( \text{pt}(\sigma_1 ; \sigma_2) = \text{pt}(\sigma_1) ; \text{pt}(\sigma_2) \).

(iv) We have, for every \( P \subseteq \text{St} + \text{St} \times \Pi_2 \),

\[
\text{pt}(\sigma_1 \square \sigma_2)(P) = \{s \mid (t \in \sigma_1 \square \sigma_2(s) \Rightarrow t \in P) \&
\]
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\[(\langle t, \tau \rangle \in \sigma_1 \land \sigma_2(s) \Rightarrow \langle t, pt(\tau) \rangle \in P)\]
\[
= \{s \mid (t \in \sigma_1(s) \Rightarrow t \in P) \land ((\langle t, \tau \rangle \in \sigma_1(s) \Rightarrow \langle t, pt(\tau) \rangle \in P)) \}
\]
\[
\cap \{s \mid (t \in \sigma_2(s) \Rightarrow t \in P) \land ((\langle t, \tau \rangle \in \sigma_2(s) \Rightarrow \langle t, pt(\tau) \rangle \in P)) \}
\]
\[
= pt(\sigma_1)(P) \cap pt(\sigma_2)(P)
\]
\[
= pt(\sigma_1) \land pt(\sigma_2)(P).
\]
(v) The proof is similar to the proof of point (iii) and is hence omitted. \(\square\)

The above lemma ensures that the predicate transformer semantics \(Wp_2[-]\) is isomorphic to the forward semantics with the operations given in Definition 7.4.1.

7.5 Partial and total correctness

In the previous section we have shown the correctness of the semantics \(Wp_2[-]\) with respect to a forward semantics establishing a duality between the domain \(\Pi_2\) of metric predicate transformers and the domain \(\Sigma_2\) of state transformers. In this section we answer the question concerning the correctness of the domain \(\Pi_2\) with respect to the three domains of predicate transformers \(PT_T(St, St)\), \(PT_P(St, St)\), and \(PT_N(St, St)\) introduced in Chapter 3.

A metric predicate transformer in \(\Pi_2\) records every intermediate step of the computations it denotes. If we want to calculate the set of those input states \(s \in St\) for which each computation denoted by \(\pi\) terminates in a final state satisfying a predicate \(P \subseteq St\) then we have to enhance \(P\) to obtain a predicate on \(St + St \times \Pi_2\). The idea is to define the enhancement of \(P \subseteq St\) by incorporating in \(P\) all those pairs \(\langle s, \rho \rangle \in St \times \Pi_2\) such that all computations denoted by \(\rho\) started at \(s\) terminate and satisfy \(P\).

**Definition 7.5.1** For \(P \subseteq St\) define the enhanced predicates \(P^{ic}\) for total correctness as the least subset of \(St + St \times \Pi_2\) satisfying the equation

\[
X = P \cup \{\langle s, \rho \rangle \in St \times \Pi_2 \mid s \in \rho(X)\}.
\]

The enhancement of \(P\) for partial correctness is defined as the greatest subset \(P^{pc}\) of \(St + St \times \Pi_2\) satisfying the above equation.

In Definition 7.3.13 we have given the enhancement of \(P\) for total correctness in terms of its approximants. Similarly, the enhancement of \(P \subseteq St\) for partial
correctness can be defined by

\[ P_{nc}^n = \bigcap_n P_{nc} \text{ where } \begin{cases} 
  P_{nc}^0 = \text{St} + \text{St} \times \Pi_2 \\
  P_{nc}^{n+1} = P \cup \{ \langle s, \rho \rangle \mid s \in \rho(P_{nc}^n) \}. 
\end{cases} \]

The next theorem shows that the enhancement for total and partial correctness of a predicate \( P \) is appropriate for the study of partial and total correctness properties in the domain \( \Pi_2 \).

**Theorem 7.5.2** Let \( \pi \in \Pi_2 \). Then

(i) \( \lambda P \subseteq \text{St.}\pi(P_{tc}) \subseteq PT_{T}(\text{St, St}); \)

(ii) \( \lambda P \subseteq \text{St.}\pi(P_{tc}) \subseteq PT_{P}(\text{St, St}). \)

**Proof.** (i) By Corollary 6.2.13 it is enough to prove that the predicate transformer \( \lambda P.\pi(P_{tc}) \) is Scott-continuous and preserves finite non-empty intersections.

To prove Scott-continuity, let \( \mathcal{V} \) be a directed set of subsets of \( \text{St.} \) We first show that for all \( n \geq 0, \)

\[ (\bigcup \mathcal{V})_{tc}^n = \bigcup \{ P_{tc}^n \mid P \in \mathcal{V} \}. \] (7.6)

We proceed by induction on \( n \). For \( n = 0 \), the Equation (7.6) is obviously true. Assume it holds for \( n = k \), then

\[
\begin{align*}
(\bigcup \mathcal{V})_{tc}^{k+1} &= \bigcup \mathcal{V} \cup \{ \langle s, \rho \rangle \mid s \in \rho((\bigcup \mathcal{V})_{tc}^k) \} \\
&= \bigcup \mathcal{V} \cup \{ \langle s, \rho \rangle \mid s \in \rho(\bigcup \{ P_{tc}^k \mid P \in \mathcal{V} \}) \} \quad \text{[induction hypothesis]} \\
&= \bigcup \mathcal{V} \cup \{ \langle s, \rho \rangle \mid s \in \rho(\bigcup \{ P_{tc}^k \mid P \in \mathcal{V} \}) \mid P \in \mathcal{V} \} \quad \text{[Lemma 7.3.14, \( \rho \) continuous]} \\
&= \bigcup \{ P_{tc}^k \mid P \in \mathcal{V} \}.
\end{align*}
\]

Hence \( (\bigcup \mathcal{V})_{tc}^c = \bigcup \{ P_{tc}^c \mid P \in \mathcal{V} \} \), from which it follows that \( \lambda P.\pi(P_{tc}) \) is Scott continuous. Preservation of binary intersections follows similarly because, for \( P, Q \subseteq \text{St} \) it holds that

\[ (P \cap Q)^{tc} = P^{tc} \cap Q^{tc}, \]

for all \( n \). The above can be proved by induction on \( n \).

(ii) Since predicate transformers in \( \Pi_2 \) are top-preserving (because they preserve arbitrary intersections), \( \text{St}^{pc} = \text{St} + \text{St} \times \Pi_2 \). Hence \( \pi(\text{St}^{pc}) = \text{St} \).
Also, if \( \mathcal{V} \) is a non empty set of predicates on \( \text{St} \) then
\[
(\bigcap \mathcal{V})^{pc} = \bigcap \{ P^{pc} \mid P \in \mathcal{V} \}
\]
follows immediately from the characterization of the enhancement for partial correctness as the countable intersection of its approximants. Since \( \pi \) preserves arbitrary intersections we obtain that \( \lambda P.\pi(P^{pc}) \) is a partial correctness predicate transformer. \( \square \)

Not only partial and total correctness are encoded in a predicate transformer in \( \Pi_2 \). Also their combination is present in the sense of Equation (3.9).

**Theorem 7.5.3** For every \( \pi \in \Pi_2 \) and \( P \subseteq \text{St} \),
\[
\pi(P^{tc}) = \pi(\text{St}^{tc}) \cap \pi(P^{pc}).
\]

**Proof.** The inclusion from left to right follows because \( \pi \) is monotone, \( P \subseteq \text{St} \) implies \( P^{tc} \subseteq \text{St}^{tc} \), and \( P^{tc} \subseteq P^{pc} \). To prove the other direction we first show that for all \( n \geq 0 \),
\[
P_n^{tc} \supseteq \text{St}_n^{tc} \cap P^{pc}. \quad (7.7)
\]
We proceed by induction on \( n \geq 0 \). In case \( n = 0 \) then both \( P_0^{tc} \) and \( \text{St}_0^{tc} \) are the empty set. Hence (7.7) holds. Assume now (7.7) holds for \( n = k \) and let \( x \in \text{St}_k^{tc} \cap P^{pc} \). There are two cases. If \( x \in \text{St} \) then \( x \in P \) by definition of \( P^{pc} \). Otherwise \( x = \langle s, \rho \rangle \in \text{St} \times \Pi_2 \). Since \( \langle s, \rho \rangle \in \text{St}_k^{tc} \), \( s \in \rho(\text{St}_k^{tc}) \). Also, since \( \langle s, \rho \rangle \in P^{pc} \), \( s \in \rho(P^{pc}) \). Because \( \rho \) preserves intersections and by the induction hypothesis,
\[
s \in \rho(\text{St}_k^{tc}) \cap \rho(P^{pc}) = \rho(\text{St}_k^{tc} \cap P^{pc}) \subseteq \rho(P_k^{pc}).
\]
By definition of \( P_k^{tc} \), it follows that \( \langle s, \rho \rangle \in P_k^{tc} \). Hence (7.7) holds for every \( n \geq 0 \). As a consequence
\[
P^{tc} \supseteq \text{St}^{tc} \cap P^{pc}
\]
from which we can conclude \( \pi(P^{tc}) \subseteq \pi(\text{St}^{tc} \cap P^{pc}) = \pi(\text{St}^{tc}) \cap \pi(P^{pc}). \) \( \square \)

The enhancement of a predicate for total correctness preserves the semantical operators corresponding to choice and to sequential composition. We cannot
have a similar result for the parallel composition since it would allow for a
compositional semantics for \( \mathcal{L}_2 \) by means of total correctness predicate trans-
formers.

**Lemma 7.5.4** Let \( \pi_1, \pi_2 \in \Pi_2 \) and \( P \subseteq \text{St} \). Then

(i) \( (\pi_1 \square \pi_2)(P^{tc}) = \pi_1(P^{tc}) \cap \pi_2(P^{tc}) \);

(ii) \( (\pi_1 ; \pi_2)(P^{tc}) = \pi_1(\pi_2(P^{tc})^{tc}) \).

**Proof.** (i) Immediate from Definition 7.3.2.

(ii) To begin with, we prove by induction on \( n \) that

\[
(\pi_1 ; \pi_2)(P^{tc}_n) \subseteq \pi_1(\pi_2(P^{tc}_n)^{tc}).
\]  

(7.8)

For \( n = 0 \) we have

\[
(\pi_1 ; \pi_2)(P^{tc}_1) \\
= \pi_1(\{s \mid (s, \pi_2) \in P_1\} \cup \{s, \rho \mid (s, \rho; \pi_2) \in P_1\}) \quad \text{[Definition 7.3.2]}
\]

\[
= \pi_1(\{s \mid s = \pi_2(P^{tc}_0)\} \cup \{s, \rho \mid s \in (\rho; \pi_2)(P^{tc}_0)\}) \quad \text{[Definition 7.3.13]}
\]

\[
= \pi_1(\pi_2(P^{tc}_0) \cup \{s, \rho \mid s \in \rho(P^{tc}_0)\}) \quad [P^{tc}_0 = \emptyset, (\rho; \pi_2)(\emptyset) = \rho(\emptyset)]
\]

\[
= \pi_1(\pi_2(P^{tc}_0) \cup \{s, \rho \mid s \in \rho(\pi_2(P^{tc}_0))\}) \quad [\pi_2(P^{tc}_0)^{tc} = P^{tc}_0 = \emptyset]
\]

\[
= \pi_1(\pi_2(P^{tc}_0)^{tc}). \quad \text{[Definition 7.3.13]}
\]

Assume now (7.8) holds for \( n = k \) and we prove it for \( n = k + 1 \).

\[
(\pi_1 ; \pi_2)(P^{tc}_k) \\
= \pi_1(\{s \mid (s, \pi_2) \in P^{tc}_{k+1}\} \cup \{s, \rho \mid (s, \rho; \pi_2) \in P^{tc}_{k+1}\}) \quad \text{[Definition 7.3.2]}
\]

\[
= \pi_1(\{s \mid s = \pi_2(P^{tc}_{k+1})\} \cup \{s, \rho \mid s \in (\rho; \pi_2)(P^{tc}_{k+1})\}) \quad \text{[Definition 7.3.13]}
\]

\[
\subseteq \pi_1(\pi_2(P^{tc}_{k+1}) \cup \{s, \rho \mid s \in \rho(\pi_2(P^{tc}_{k+1}))\}) \quad \text{[induction, \( \pi_1 \) monotone]}
\]

\[
\subseteq \pi_1(\pi_2(P^{tc}_{k+1}) \cup \{s, \rho \mid s \in \rho(\pi_2(P^{tc}_{k+1}))\}) \quad [P^{tc}_k \subseteq P^{tc}_{k+1}]
\]

\[
= \pi_1(\pi_2(P^{tc}_{k+1})^{tc}). \quad \text{[Definition 7.3.13]}
\]

Since \( \pi_1, \pi_2, \) and \( \pi_1 ; \pi_2 \) preserve directed unions of opens, and all \( P^{tc}_n \)'s are
opens (Lemma 7.3.14) we obtain

\[
(\pi_1 ; \pi_2)(P^{tc}) \\
= (\pi_1 ; \pi_2)(\bigcup P^{tc}_n) \\
= (\pi_1 ; \pi_2)(\bigcup P^{tc}_{n+1}) \quad [P^{tc}_0 = \emptyset]
\]

\[
= \bigcup (\pi_1 ; \pi_2)(P^{tc}_{n+1}) \subseteq \bigcup (\pi_1 ; \pi_2)(P^{tc}_{n+1}) \\
= \pi_1(\bigcup (\pi_2(P^{tc}_{n+1})) \\
= \pi_1(\bigcup (\pi_2(P^{tc}_{n+1}))) \\
= \pi_1(\pi_2(\bigcup (P^{tc}_{n+1}))) \\
= \pi_1(\pi_2(\bigcup (P^{tc}_{n+1}))).
\]
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In order to prove the converse, we first prove by induction on \(n\) that
\[
\pi_1(\pi_2(P_{m,n}^{tc})) \subseteq (\pi_1 ; \pi_2)(P^{tc}),
\]  
(7.9)
for all \(m \geq 0\). The base case is immediate: for \(n = 0\) and \(m \geq 0\),
\[
\pi_1(\pi_2(P_{m,0}^{tc})) = (\pi_1 ; \pi_2)(\emptyset) \subseteq (\pi_1 ; \pi_2)(P^{tc}).
\]

Assume now (7.9) holds for \(n = k\). Then, for every \(m \geq 0\),
\[
\begin{align*}
\pi_1(\pi_2(P_{m,k+1}^{tc})) & = \pi_1(\pi_2(P_{m,k}^{tc}) \cup \{ (s, \rho) \mid s \in \rho(\pi_2(P_{m,k}^{tc})) \}) \quad \text{[definition \(\pi_2(P_{m,k}^{tc})\)}]
\implies \pi_1(\{ s \mid (s, \pi_2) \in P_{m,k+1}^{tc} \}) \cup \{ (s, \rho) \mid s \in \rho(\pi_2(P_{m,k}^{tc})) \}) \quad \text{[definition \(P_{m,k+1}^{tc}\)}]
\subseteq (\pi_1 ; \pi_2)(P_{m,k+1}^{tc}) \subseteq (\pi_1 ; \pi_2)(P^{tc}).
\end{align*}
\]
By (7.9) we can conclude
\[
\begin{align*}
\pi_1(\pi_2(P^{tc})) & = \pi_1(U_n \pi_2(U_m P_{m,n}^{tc}))
\implies U_n U_m \pi_1(\pi_2(P_{m,n}^{tc}))
\subseteq (\pi_1 ; \pi_2)(P^{tc}).
\end{align*}
\]
Hence we obtain \(\pi_1(\pi_2(P^{tc})) = (\pi_1 ; \pi_2)(P^{tc}).\) \(\square\)

Similarly one can prove that for \(\pi_1, \pi_2 \in \Pi_2\) and \(P \subseteq St\),
\[
\begin{align*}
(\pi_1 \square \pi_2)(P^{pc}) & = \pi_1(P^{pc}) \cap \pi_2(P^{pc});
(\pi_1 ; \pi_2)(P^{pc}) & = \pi_1(\pi_2(P^{pc})^{pc}).
\end{align*}
\]

So far we compared the semantic domain \(\Pi_2\) of metric predicate transformers for concurrency to the semantic domains \(PT_T(St, St)\), \(PT_P(St, St)\), and \(PT_N(St, St)\) of predicate transformers for total and partial correctness. Another enterprise is to compare the metric semantics \(W_{P_2}[-]\) with the partial order semantics \(W_{P_0}[-]\) and \(W_{P_0}[-]\). Since the language \(L_2\) was introduced at the beginning of this chapter as an extension of the sequential non-deterministic language \(L_0\) of Chapter 3, we expect that both the \(W_{P_0}[-]\) and the \(W_{P_0}[-]\) semantics can be retrieved from the \(W_{P_2}[-]\) semantics.

There are two main aspects to be considered: declarations of procedure vari-
ables in $\mathcal{L}_0$ need not to be guarded as for those in $\mathcal{L}_2$, and the semantics $Wp_{2}[]$ is defined as the unique fixed point of a contractive function, whereas the semantics $Wp_{0}[]$ and $Wl_{0}[]$ are defined, respectively, as the least and the greatest fixed point of a monotone function.

As for the first aspect, define for every declaration $d \in Decl_{0}$ a new declaration $d' \in Decl_{0}$ by

$$d'(x) = \text{true} \rightarrow d(x)$$

where $x \in PVar$ and $\text{true} \in BExp$ such that $B_{v}(\text{true}) = \text{St}$. It is immediate to see that if $\langle d, S \rangle \in \mathcal{L}_0$ then $\langle d', S \rangle \in \mathcal{L}_0 \cap \mathcal{L}_2$. Moreover,

$$Wp_{0}[\langle d, S \rangle] = Wp_{0}[\langle d', S \rangle] \text{ and } Wl_{0}[\langle d, S \rangle] = Wl_{0}[\langle d', S \rangle].$$

Therefore below we will consider, without loss of generality, only programs $\langle d, S \rangle$ in $\mathcal{L}_0$ which are also in $\mathcal{L}_2$. The second aspect requires more attention and it is formally treated in the theorem below.

**Theorem 7.5.5** Let $\langle d, S \rangle \in \mathcal{L}_0 \cap \mathcal{L}_2$ and $P \subseteq \text{St}$. Then

$$Wp_{0}[\langle d, S \rangle](P) = Wp_{2}[\langle d, S \rangle](P^{\text{lc}}).$$

**Proof.** The proof consists of two parts. In the first part we prove the inclusion from left to right whereas in the second part we prove the converse.

(i) Define $\hat{F} : (\mathcal{L}_0 \cap \mathcal{L}_2) \rightarrow PT_{T}(\text{St}, \text{St})$ by

$$\hat{F}(\langle d, S \rangle)(P) = Wp_{2}[\langle d, S \rangle](P^{\text{lc}}). \tag{7.10}$$

In Chapter 3 we introduced the weakest precondition semantics $Wp_{0}[]$ as the least fixed point of the monotone function $\Psi_{T}$ defined in Lemma 3.3.3. Below we prove, by structural induction on $S$, that for $\langle d, S \rangle \in \mathcal{L}_0 \cap \mathcal{L}_2$ and $P \subseteq \text{St},$

$$\Psi_{T}(\hat{F})(\langle d, S \rangle)(P) = \hat{F}(\langle d, S \rangle)(P), \tag{7.11}$$

from which it follows that

$$Wp_{0}[\langle d, S \rangle](P) \subseteq Wp_{2}[\langle d, S \rangle](P^{\text{lc}}). \tag{7.12}$$
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We expand two typical sub-cases.

\[ [x] \quad \hat{F}([d, x])(P) \]
\[ = W_{P_2}[\langle d, x \rangle](P^{lc}) \quad \text{[Equation (7.10)]} \]
\[ = W_{P_2}[\langle d, d(x) \rangle](P^{lc}) \quad \text{[Definition 7.3.11]} \]
\[ = \hat{F}([d, d(x)])(P) \quad \text{[Equation (7.10)]} \]
\[ = \Psi_T(\hat{F})([d, x])(P). \quad \text{[Lemma 3.3.3]} \]

\[ [S_1 ; S_2] \quad \hat{F}([d, S_1 ; S_2])(P) \]
\[ = W_{P_2}[\langle d, S_1 ; S_2 \rangle](P^{lc}) \quad \text{[Equation (7.10)]} \]
\[ = (W_{P_2}[\langle d, S_1 \rangle]; W_{P_2}[\langle d, S_2 \rangle])(P^{lc}) \quad \text{[Definition 7.3.11]} \]
\[ = W_{P_2}[\langle d, S_1 \rangle](W_{P_2}[\langle d, S_2 \rangle](P^{lc}))(P^{lc}) \quad \text{[Lemma 7.5.4]} \]
\[ = \hat{F}([d, S_1])(\hat{F}([d, S_2])(P)) \quad \text{[Equation (7.10)]} \]
\[ = \Psi_T(\hat{F})([d, S_1])(\Psi_T(\hat{F})([d, S_2])(P)) \quad \text{[induction]} \]
\[ = \Psi_T(\hat{F})([d, S_1 ; S_2])(P). \quad \text{[Lemma 3.3.3]} \]

(ii) Next we claim that for \( [d, S] \in L_0 \cap L_2, P \subseteq S_t \), and \( n \geq 0 \),

\[ W_{P_2}[\langle d, S \rangle](P_n^{lc}) \subseteq W_{P_0}[\langle d, S \rangle](P). \quad (7.13) \]

From the above claim it follows that

\[ W_{P_2}[\langle d, S \rangle](P^{lc}) \]
\[ = W_{P_2}[\langle d, S \rangle](\bigcup_n P_n^{lc}) \quad \text{[Definition 7.3.13]} \]
\[ = \bigcup_n W_{P_2}[\langle d, S \rangle](P_n^{lc}) \quad \text{[Lemma 7.3.14, W_{P_2}[\cdot] open-continuous]} \]
\[ \subseteq W_{P_0}[\langle d, S \rangle](P). \quad \text{[Equation (7.13)]} \]

The above and Equation (7.12) imply

\[ W_{P_2}[\langle d, S \rangle](P^{lc}) = W_{P_0}[\langle d, S \rangle](P). \]

It remains to prove the claim (7.13). We prove it by induction on \( n \geq 0 \).
If \( n = 0 \) then \( P_0^{lc} = \emptyset \). It is easy to see by induction on \( wgt_2(S) \) that (7.13) holds. We treat two simple cases as illustration.

\[ [x] \quad W_{P_2}[\langle d, x \rangle](\emptyset) \]
\[ = W_{P_2}[\langle d, d(x) \rangle](\emptyset) \quad \text{[Definition 7.3.11]} \]
\[ \subseteq W_{P_0}[\langle d, d(x) \rangle](P) \quad \text{[induction, wgt_2(d(x)) < wgt_2(x)]} \]
\[ = W_{P_0}[\langle d, x \rangle](P). \quad \text{[Lemma 3.3.3]} \]

\[ [S_1 ; S_2] \quad W_{P_2}[\langle d, S_1 ; S_2 \rangle](\emptyset) \]
\[ = (W_{P_2}[\langle d, S_1 \rangle]; W_{P_2}[\langle d, S_2 \rangle])(\emptyset) \quad \text{[Definition 7.3.11]} \]
\[ = W_{P_2}[\langle d, S_1 \rangle](\emptyset) \quad \text{[Definition 7.3.2]} \]
\[ = W_{P_2}[\langle d, S_1 \rangle](W_{P_2}[\langle d, S_2 \rangle](P)^{\emptyset}) \quad \text{[W_{P_2}[\langle d, S_2 \rangle](P)^{\emptyset} = \emptyset]} \]
\[ \subseteq W_{P_0}[\langle d, S_1 \rangle](W_{P_2}[\langle d, S_2 \rangle](P)) \quad \text{[induction, (on wgt_2(S))]} \]
\[ = W_{P_0}[\langle d, S_1 ; S_2 \rangle](P). \quad \text{[Lemma 3.3.3]} \]
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Assume now (7.13) holds for \( n = k \) and we prove it for \( n = k + 1 \). As before we proceed by induction on \( \text{wgt}_2(S) \). We expand two typical sub-cases.

\[
[x] \quad W_{P_2}[[d, x]](P_{k+1}^{tc})
\]
\[
= W_{P_2}[[d, d(x)]](P_{k+1}^{tc}) \quad \text{[Definition 7.3.11]}
\]
\[
\subseteq W_{P_0}[[d, d(x)]](P) \quad \text{[induction, \( \text{wgt}_2(d(x)) < \text{wgt}_2(x) \)]}
\]
\[
= W_{P_0}[[d, x]](P). \quad \text{[Lemma 3.3.3]}
\]

\[
[S_1 ; S_2] \quad W_{P_2}[[d, S_1 ; S_2]](P_{k+1}^{tc})
\]
\[
= (W_{P_2}[[d, S_1]] ; W_{P_2}[[d, S_2]])(P_{k+1}^{tc}) \quad \text{[Definition 7.3.11]}
\]
\[
\subseteq W_{P_2}[[d, S_1]](W_{P_0}[[d, S_2]](P_{k+1}^{tc})) \quad \text{[Equation (7.8)]}
\]
\[
\subseteq W_{P_2}[[d, S_1]](W_{P_0}[[d, S_2]](P)) \quad \text{[induction, \( k < k + 1 \)]}
\]
\[
\subseteq W_{P_0}[[d, S_1]](W_{P_0}[[d, S_2]](P)) \quad \text{[induction (on \( \text{wgt}_2(S) \)) ]}
\]
\[
= W_{P_0}[[d, S_1 ; S_2]](P). \quad \text{[Lemma 3.3.3]}
\]

In a similar way one can prove that, for \( \langle d, S \rangle \in \mathcal{L}_0 \cap \mathcal{L}_2 \) and \( P \subseteq \text{St} \),

\[
W_{P_0}[[d, S]](P) = W_{P_2}[[d, S]](P^{pc}).
\]

Hence both the weakest precondition semantics \( W_{P_0}[] \) and the weakest liberal precondition semantics \( W_{P_0}[] \) are encoded in the metric predicate transformer semantics \( W_{P_2}[] \).

We conclude this section with an example of the use of the metric predicate transformer semantics \( W_{P_2}[] \) for calculating a total correctness property of a concurrent program. We treat the accumulator example (stemming from, [191]). Consider the program

\[
v := v + 2^0 \parallel v := v + 2^1 \parallel \ldots \parallel v := v + 2^n.
\]

Under the assumption of atomic execution of the assignments \( v := v + 2^i \), we want to calculate the weakest precondition for \( P = \{ s \mid s(v) = 2^{n+1} \} \). As discussed, we first have to enhance the predicate \( P \) for total correctness yielding

\[
P^{tc} = \{ s \mid s(v) = 2^{n+1} \} \cup \{ \langle s, \rho \rangle \mid s \in \rho(P^{tc}) \}.
\]

Let, for convenience, \( \pi_i = W_{P_2}[[d, v := v + 2^i]] \). So, we are heading, under the notational conventions given in the examples at the end of Section 7.3, for \( \pi_{0, \ldots, n}(P^{tc}) \). First we establish, for \( 0 \leq i_1 < \ldots < i_k \leq n \), the equation
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\[ \pi_{i_1, \ldots, i_k}(P^{tc}) = \{ s \mid s(v) + \sum_{r=0}^{k} 2^i_r = 2^{n+1} \}, \quad (7.14) \]

by induction on \( k \). We leave the base case, \( k = 1 \), to the reader. For the induction step, \( k + 1 \) we will employ equation (7.4).

\[
\pi_{i_1, \ldots, i_{k+1}}(P^{tc}) \\
= \bigcap_{r=1}^{k+1} \pi_{i_r} \{ s \mid \langle s, \pi_{i_1, \ldots, i_r} \rangle \in P^{tc} \} \cup \{ \langle s, \rho \rangle \mid \langle s, \pi_{i_1, \ldots, i_r} \rangle \in P^{tc} \} \quad [(7.4)] \\
= \bigcap_{r=1}^{k+1} \{ s \mid s[v(v) + 2^i_v], \pi_{i_1, \ldots, i_r} \} \in P^{tc} \} \quad [\text{definition } \pi_{i_r}] \\
= \bigcap_{r=1}^{k+1} \{ s \mid [s[v(v) + 2^i_v], \pi_{i_1, \ldots, i_r} \} (P^{tc}) \} \quad [\text{definition } P^{tc}] \\
= \bigcap_{r=1}^{k+1} \{ s \mid (s[v(v) + 2^i_v] + (2^k + \sum_{q=0}^{k+1} 2^{i_q}) \} \equiv 2^{n+1} \} \quad [\text{induction hypothesis}] \\
= \bigcap_{r=1}^{k+1} \{ s \mid s[v(v) + 2^i_v] + (2^k + \sum_{q=0}^{k+1} 2^{i_q}) \} \equiv 2^{n+1} \} \\
= \{ s \mid s[v(v) + 2^i_v] + (2^k + \sum_{q=0}^{k+1} 2^{i_q}) \} \equiv 2^{n+1} \}.
\]

From the above Equation (7.14) we immediately derive

\[
\pi_{1, \ldots, n}(P^{tc}) \\
= \{ s \mid s(v) + (\sum_{i=0}^{n} 2^i) \equiv 2^{n+1} \} \\
= \{ s \mid s(v) = (2^{n+1} - 1) \equiv 2^{n+1} \} \\
= \{ s \mid s(v) = 1 \}.
\]

Hence only if we start the accumulator in a state where \( v = 1 \) can we guarantee that it terminates in a state where \( v = 2^{n+1} \).

**Enhancement and abstraction**

Next we use the isomorphism \( \eta : PT_N(St, St) \rightarrow ST_E(St, St) \) given in Equation (3.10), the isomorphism \( pt : \Sigma_2 \rightarrow \Pi_2 \), and the enhancement for partial and total correctness to relate the metric domain \( \Sigma_2 \) of De Bakker and Zucker with the domain of Egli-Milner state transformers given in Chapter 3.

We begin by defining a divergence predicate on \( St \times \Sigma_2 \). The idea is that a state transformer \( \sigma \in \Sigma_2 \) diverges in a state \( s \in St \) if it fails to terminate. Termination can be easily expressed in terms of predicate transformers using a total correctness predicate: a state transformer \( \sigma \in \Sigma_2 \) terminates at input \( s \in St \) if and only if \( s \in pt(\sigma)(St^{fc}) \). This fact leads us to the following definition.

**Definition 7.5.6** Let \( \sigma \in \Sigma_2 \) and \( s \in St \). Define the divergence predicate \( \uparrow \).
on $\mathsf{St} \times \Sigma_2$ to be the complement of the convergence predicate $\downarrow$. The latter is defined by

$$\langle s, \sigma \rangle \downarrow \text{ if and only if } \exists n \geq 0: \langle s, \sigma \rangle \downarrow_n$$

where

$$\langle s, \sigma \rangle \downarrow_0 \text{ if and only if } \sigma(s) = \emptyset,$$

$$\langle s, \sigma \rangle \downarrow_{n+1} \text{ if and only if } \langle t, \tau \rangle \in \sigma(s) \Rightarrow \langle t, \tau \rangle \downarrow_n.$$ 

The above definition agrees with the intuition about termination in terms of predicate transformers.

**Lemma 7.5.7** For $s \in \mathsf{St}$ and $\sigma \in \Sigma_2$,

$$\langle s, \sigma \rangle \downarrow \text{ if and only if } s \in pt(\sigma)(\mathsf{St}^{\mathit{tc}}).$$

**Proof.** We prove by induction on $n \geq 0$ that

$$s \in pt(\sigma)(\mathsf{St}^{\mathit{tc}}) \text{ if and only if } \langle s, \sigma \rangle \downarrow_n. \quad (7.15)$$

If $n = 0$ Equation (7.15) holds because

$$pt(\sigma)(\mathsf{St}^{\mathit{tc}}_0) = pt(\sigma)(\emptyset) = \{ s | \sigma(s) = \emptyset \}.$$ 

Assume now (7.15) holds for $n = k$. Then

$$s \in pt(\sigma)(\mathsf{St}^{\mathit{tc}}_{k+1})$$

$\iff$ $s \in pt(\sigma)(\mathsf{St} \cup \{ \langle s, \rho \rangle \mid s \in \rho(\mathsf{St}^{\mathit{tc}}_k) \})$ \quad [Definition $\mathsf{St}^{\mathit{tc}}_{k+1}]$

$\iff$ $(t \in \sigma(s) \Rightarrow t \in \mathsf{St}) \& ((t, \tau) \in \sigma(s) \Rightarrow t \in pt(\tau)(\mathsf{St}^{\mathit{tc}}_k))$ \quad [Definition $pt$]

$\iff$ $\langle t, \tau \rangle \in \sigma(s) \Rightarrow \langle t, \tau \rangle \downarrow_k$ \quad [induction]

Therefore (7.15) holds and we can immediately conclude that $\langle s, \sigma \rangle \downarrow$ if and only if $s \in pt(\sigma)(\mathsf{St}^{\mathit{tc}})$. $\square$

The set of outcomes of the terminating computations of $\sigma \in \Sigma_2$ can be expressed in terms of the corresponding predicate transformer $pt(\sigma)$ and the
enhancement for partial correctness, or, more directly, via a flattening function.

**Definition 7.5.8** Define the flattening operator \(| \cdot | : \Sigma_2 \to ST_E(St, St)\) by

\[ |\sigma|(s) = \bigcup_n |\sigma|_n(s) \]

where

\[ |\sigma|_0(s) = \emptyset \]
\[ |\sigma|_{n+1}(s) = \{ t \in St \mid t \in \sigma(s) \text{ or } (\langle t', \tau \rangle \in \sigma(s) \text{ & } t \in |\tau|_n(t')) \}, \]

for all \( \sigma \in \Sigma_2 \) and \( s \in S \).

We have the following characterization of the flattening operator.

**Lemma 7.5.9** For every \( \sigma \in \Sigma_2 \),

\[ |\sigma| = \omega^{-1}(\lambda P \subseteq St . pt(\sigma)(P^{pc})) . \]

**Proof.** By definition \(|\sigma|\) is a Hoare state transformer in \( ST_H(St, St) \). Since \( \omega^{-1} : PT_E(St, St) \to ST_H(St, St) \) is part of an isomorphism preserving the opposite order, it is enough to prove that, for all \( \sigma \in \Sigma_2 \) and \( n \geq 0 \),

\[ |\sigma|_n = \omega^{-1}(pt(\tilde{\sigma})_n), \hspace{1cm} (7.16) \]

where \( pt(\tilde{\sigma})_n \) is a shorthand for the predicate transformer \( \lambda P \subseteq St . pt(\sigma)(P^{pc}) \).

We prove the above equation by induction on \( n \geq 0 \).

If \( n = 0 \) then \( P^{pc}_0 = St + St \times \Pi_2 \). Since \( pt(\sigma) \) is top preserving, \( pt(P^{pc}_0) = St \).
Hence \( pt(\tilde{\sigma})_0(P) = St \) for all \( P \subseteq St \). It follows that

\[ \omega^{-1}(\lambda P \subseteq St . pt(\sigma)(P^{pc}))(s) \]
\[ = \omega^{-1}(pt(\tilde{\sigma})_0)(s) \quad [\text{our convention: } pt(\tilde{\sigma})_0 = \lambda P \subseteq St . pt(\sigma)(P^{pc})] \]
\[ = \bigcap \{ P \subseteq St \mid s \in pt(\tilde{\sigma})_0(P) \} \quad [\text{definition } \omega^{-1}] \]
\[ = \bigcap \{ P \mid P \subseteq St \} \quad [pt(\tilde{\sigma})_0(P) = St] \]
\[ = \emptyset \]
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\[
= |\sigma|_0.
\]

Assume now (7.16) holds for \( n = k \). We first note that

\[
pt(\sigma)(P_{k+1}^{pc})
= pt(\sigma)(P \cup \{(t, \rho) \mid t \in \rho(P_{k}^{pc})\}) \quad \text{[Definition } P_{k+1}^{pc}] \\
= \{ s \in St \mid (t \in \sigma(s) \Rightarrow t \in P) \& (\langle t, \tau \rangle \in \sigma(s) \Rightarrow t \in pt(\tau)(P_{k}^{pc})) \} \quad \text{[Definition pt]}
\]

\[
= \{ s \in St \mid (t \in \sigma(s) \Rightarrow t \in P) \& ((t, \tau) \in \sigma(s) \Rightarrow t \in pt(\tau)(P_{k}^{pc})) \} \\
\text{[our convention: } pt(\tau)(P_{k}) = \lambda P \subseteq St. pt(\tau)(P_{k}^{pc})] \\
= \{ s \in St \mid (t \in \sigma(s) \Rightarrow t \in P) \& (\langle t, \tau \rangle \in \sigma(s) \Rightarrow |\tau|_{k}(t) \subseteq P) \} \\
\text{[Lemma 3.3.5]}
\]

\[
= \{ s \in St \mid |\sigma|_{k+1} \subseteq P \} \quad \text{[definition } |\sigma|_{k+1}] \\
= \omega(|\sigma|_{k+1})(P). \quad \text{[definition } \omega]\]

Since \( \omega \) and \( \omega^{-1} \) form an isomorphism, we can conclude that Equation (7.16) holds also for \( n = k + 1. \quad \square \)

We use Lemma 7.5.7 and Lemma 7.5.9 to obtain an Egli-Milner state transformer from \( \sigma \in \Sigma_2 \). We proceed as follows.

(i) By the duality Theorem 7.4.7 we have that \( pt(\sigma) \) is a predicate transformer in \( \Pi_2 \).

(ii) By the correctness Theorem 7.5.2, \( \lambda P \subseteq St. pt(\sigma)(P^{le}) \) is a total correctness predicate transformer in \( PT_T(St, St) \), and \( \lambda P \subseteq St. pt(\sigma)(P^{pc}) \) is a partial correctness predicate transformer in \( PT_P(St, St) \).

(iii) By Theorem 7.5.3, the pair \( \langle \lambda P \subseteq St. pt(\sigma)(P^{le}), \lambda P \subseteq St. pt(\sigma)(P^{pc}) \rangle \) is a Nelson predicate transformer in \( PT_N(St, St) \).

(iv) By the duality Theorem 3.3.14,

\[
\eta^{-1}(\langle \lambda P \subseteq St. pt(\sigma)(P^{le}), \lambda P \subseteq St. pt(\sigma)(P^{pc}) \rangle)(s)
= \omega^{-1}(\lambda P \subseteq St. pt(\sigma)(P^{pc}))(s) \cup \{ \perp \mid s \notin pt(\sigma)(St^{lc}) \}
\]

is an Egli-Milner state transformer in \( ST_E(St, St) \).

(v) By Lemma 7.5.7, \( s \notin pt(\sigma)(St^{lc}) \) if and only if \( \langle s, \sigma \rangle \triangleright \).

(vi) By Lemma 7.5.9, \( |\sigma|(s) = \omega^{-1}(\lambda P \subseteq St. pt(\sigma)(P^{pc}))(s) \).

This yields an abstraction function \( abs_E : \Sigma_2 \rightarrow ST_E(St, St) \) by putting

\[
abs_E(\sigma)(s) = |\sigma| \cup \{ \perp \mid \langle s, \sigma \rangle \triangleright \}
\]

187
for $\sigma \in \Sigma_2$ and $s \in \text{St}$. Moreover, using the function $E_H : ST_E(\text{St}, \text{St}) \to ST_H(\text{St}, \text{St})$ and $E_S : ST_E(\text{St}, \text{St}) \to ST_S(\text{St}, \text{St})$ defined in Section 3.2 we obtain two other abstraction functions

$$abs_H = E_H \circ abs_E : \Sigma_2 \to ST_H(\text{St}, \text{St})$$
$$abs_S = E_S \circ abs_E : \Sigma_2 \to ST_S(\text{St}, \text{St}).$$

Thus the three basic denotational models for sequential non-deterministic languages can be encoded into the forward metric semantics with resumptions.

**Theorem 7.5.10** Let $\sigma \in \Sigma_2$ and $P \subseteq \text{St}$. Then

(i) $\eta(abs_E(\sigma))(P) = \langle pt(\sigma)(P^{tc}), pt(\sigma)(P^{pc}) \rangle$;
(ii) $\omega(abs_H(\sigma))(P) = pt(\sigma)(P^{pc})$;
(iii) $\omega(abs_S(\sigma))(P) = pt(\sigma)(P^{tc})$.

**Proof.** The first item follows immediately by definition of $abs_E$ and because $\eta^{-1}$ is the inverse of $\eta$. The other two items can be proved simultaneously as follows.

$$\langle pt(\sigma)(P^{tc}), pt(\sigma)(P^{pc}) \rangle$$
$$= \eta(abs_E(\sigma))(P) \quad \text{[by the above item (i)]}$$
$$= \langle \omega(E_S(abs_E(\sigma))(P), \omega(E_H(abs_E(\sigma))(P)) \rangle \quad \text{[Equation (3.10)]}$$
$$= \langle \omega(abs_S(\sigma))(P), \omega(abs_H(\sigma))(P) \rangle. \quad \text{[Definition of abs_S and abs_H]} \quad \Box$$

An immediate consequence of the above Theorem, Lemma 7.5.4, Lemma 7.4.8, and Lemma 3.3.7 is that all the three abstraction functions $abs_H$, $abs_S$ and $abs_E$ preserve both the union function ‘$\sqcup$’ and the composition function ‘$;$’.

### 7.6 Temporal properties

We conclude this chapter by showing (without going into details) how (linear) temporal properties of programs can be treated within the metric predicate transformer semantics $WP_2[-]$. Branching temporal properties could be studied in a similar way.
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Let $\mathbb{S}^\infty$ be the set of all finite and infinite sequence of states in $\mathbb{S}$. A sequence of states in $\mathbb{S}$ can be thought of as the juxtaposition of the states in which a computation may result when executing a program. A predicate $P \subseteq \mathbb{S}^\infty$ is said to be linear time. For example, if $P \subseteq \mathbb{S}$ then the predicate

$$always(P) = \{ w \in \mathbb{S}^\infty \mid \forall u, v \in \mathbb{S}^\infty \forall s \in \mathbb{S} : w = usv \Rightarrow s \in P \}$$

is linear time. Informally, a program $S$ satisfies the linear predicate $always(P)$ if the predicate $P$ holds in any state of any computation of $S$.

For every linear time predicate $P \subseteq \mathbb{S}^\infty$, define the truncated predicate $trunc(P)$ and the first state predicate $first(P)$ respectively by

$$trunc(P) = \{ w \in \mathbb{S}^\infty \mid \exists s \in \mathbb{S} : sw \in P \}$$

$$first(P) = \{ s \in \mathbb{S} \mid \exists w \in \mathbb{S}^\infty : sw \in P \}.$$

Informally, if a linear predicate $P$ holds for a computation then $trunc(P)$ holds for the rest of the computation after its first atomic step, and $first(P)$ holds for the first state of the computation. The truncated predicate and the first state predicate are used for defining the linear enhancement of $P \subseteq \mathbb{S}^\infty$ as the least subset $P^{\text{lin}} \subseteq \mathbb{S} + \mathbb{S} \times \Pi_2$ such that

$$P^{\text{lin}} = first(P) \cup \{ \langle s, \rho \rangle \mid s \in first(P) \& s \in \rho(trunc(P)^{\text{lin}}) \}. \quad (7.17)$$

Hence $P^{\text{lin}}$ consists of all strings of length one of $P$ and of all those pairs $\langle s, \rho \rangle$ for which $s$ is appropriate in the sense that it satisfies the first state of the predicate $P$ and it will lead to $trunc(P)^{\text{lin}}$ following $\rho$. By taking the greatest solution of the above equation we obtain both a weakest and a weakest liberal linear semantics in the style of Lukkien [134,135].

For example consider the program $\langle d, v_1 := 1 ; v_2 := 2 \rangle$ in $\mathcal{L}_2$, and let $\pi_1 = Wp_2[\langle d, v_1 := 1 \rangle]$ and $\pi_2 = Wp_2[\langle d, v_2 := 2 \rangle]$. We want to calculate the semantics of the above program for the linear enhancement $P^{\text{lin}}$ of the linear time predicate

$$P = \{ s_1s_2 \in \mathbb{S}^\infty \mid s_1(v_1) = s_2(v_1) = 1 \& s_2(v_2) = 2 \}.$$

Intuitively $P$ says that after the first atomic step the value of $v_1$ is 1, and immediately after the value of $v_2$ is 2 while the value of $v_1$ remains the same.
We have

\[ Wp_2[\langle d, v_1 := 1 ; v_2 := 2 \rangle](P_{\text{in}}) \]
\[ = (\pi_1 ; \pi_2)(P_{\text{in}}) \]
\[ = \pi_1(\{ s \mid \langle s, \pi_2 \rangle \in P_{\text{in}} \}) \cup \{ \langle s, \rho \rangle \mid \langle s, \rho ; \pi_2 \rangle \in P_{\text{in}} \} \]
\[ = \{ s \mid \langle s[1/v_1], \pi_2 \rangle \in P_{\text{in}} \} \]
\[ = \{ s \mid s[1/v_1] \in \text{first}(P) \& s[1/v_1] \in \pi_2(\text{trunc}(P_{\text{in}})) \} \]
\[ = \{ s \mid s[1/v_1](v_1) = 1 \& s[1/v_1][2/v_2] \in \text{trunc}(P_{\text{in}}) \} \]
\[ = \{ s \mid s[1/v_1](v_1) = 1 \& s[1/v_1][2/v_2](v_1) = 1 \& s[1/v_1][2/v_2](v_2) = 2 \} \]
\[ = St \]

which is indeed the result to be expected. From the above it follows that if we take \( P \) to be the linear time predicate

\[ \{ s_1 w \in St^\infty \mid s_1(v_1) \neq 1 \& w \in St^\infty \} \]

then \( Wp_2[\langle d, v_1 := 1 ; v_2 := 2 \rangle](P_{\text{in}}) = \emptyset. \)

Returning to the predicate always (\( P \subseteq St \)), it is immediate to see that \( \text{trunc(always}(P)) = \text{always}(P) \) and \( \text{first(always}(P)) = P \). Hence the linear extension of always (\( P \)) according to the Equation (7.17) is the least subset \( P_{\text{aw}} \) of \( St + St \times \Pi_2 \) such that

\[ P_{\text{aw}} = P \cup \{ \langle s, \rho \rangle \mid s \in P \& s \in \rho(P_{\text{aw}}) \}. \quad (7.18) \]

As for \( P_{\text{lic}} \), we can give a characterization of \( P_{\text{aw}} \) in terms of its approximants. Define, for \( n \geq 0 \), \( P_{n_{\text{aw}}} \) inductively by

\[ P_{0_{\text{aw}}} = \emptyset \ \text{and} \]
\[ P_{n_{\text{aw}}} = P \cup \{ \langle s, \rho \rangle \mid s \in P \& s \in \rho(P_{n_{\text{aw}}}) \}. \]

Using a proof similar to that of Lemma 7.3.14 we can show that for all \( n \geq 0 \), \( P_{n_{\text{aw}}} \) is open in the metric topology of \( St + St \times \frac{1}{2} \cdot \Pi_2 \). From this fact it follows immediately that

\[ P_{\text{aw}} = \bigcup_n P_{n_{\text{aw}}}. \]

Informally, this means that \( \pi(P_{\text{aw}}) \) holds exactly for those input states \( s \) such
that all computations of the program denoted by \( \pi \) started in \( s \) terminate and every state that is reached satisfies the predicate \( P \). By taking the greatest solution of the Equation (7.18) we obtain a more liberal version in which termination is not required.

### 7.7 Concluding notes

The language we considered in this chapter assumes a global shared state for all parallel components, and it does not have a synchronization operator. Hence the domain of ‘sequences of pairs’ of [21] could have been used in order to obtain a fully abstract model. We opted for a branching domain because it gives a finer equivalence on processes and supports both linear and branching time properties. In fact the domain \( \Pi_2 \) is internally fully abstract with respect to bisimulation [44], that is, two predicate transformers \( \pi, \rho \in \Pi_2 \) are equal if and only if the computations they denote are bisimilar.

Synchronization by shared variables can be implemented in our language using, for example, semaphores [55]. This requires a simple form of atomization for sequential and non-deterministic statements [44].

In the last section we focused on two classes of properties of programs, namely classes of properties based on partial and total correctness. In the area of parallel programming many other properties are of importance as well. The metric predicate transformer domain \( \Pi_2 \) supports reasoning about both linear and branching time predicates. We briefly studied the linear time predicate ‘always \( P \)’ (during an execution the predicate \( P \) always holds). It would be interesting to investigate other more specific linear predicates like ‘eventually \( P \)’ (during an execution the predicate \( P \) will holds), or ‘\( P \) leads-to \( Q \)’ (during an execution if \( P \) holds then at some point later \( Q \) will hold”).
Part III

A logical perspective
Chapter 8

Topological spaces and observation frames

In this last part we make an abstraction step towards an axiomatic approach to the semantics and the specification of programming languages. We consider predicates as elements of an abstract algebra. For example, we may think of an abstract algebra as stemming from a logical system: elements correspond to equivalence classes of formulae which are provably equivalent, and the order corresponds to the entailment relation.

In order to show that the axioms of the class of algebras we consider capture exactly the collection of predicates we have in mind, a representation theorem is necessary. A representation theorem is a correspondence between an abstract algebra and its set-theoretical model. The first representation theorem is due to Cayley [50] showing that every abstract group is isomorphic to a concrete group of permutations. A representation theorem for the algebra of all predicates was first proved by Lindenbaum and Tarski [188]. They proved that a Boolean algebra is isomorphic to the collection of all subsets of some set if and only if it is complete and atomic. This general result restricts the class of Boolean algebras for which a concrete representation exists. It was Stone [184] who first saw a connection between algebra and topology. He constructed from a Boolean algebra a set of points using prime ideals which can be made into a topological space in a natural way. Conversely, using a topology on a set of points he was able to construct a Boolean algebra. For certain topological spaces (later called Stone spaces) these constructions give an isomorphism. In a later paper [185], Stone generalized this correspondence from Stone spaces
to spectral spaces and from Boolean algebras to distributive lattices. Hofmann and Keimel [107] described the Stone representation theorem in a categorical framework showing a duality between the category of Boolean algebras and a sub-category of topological spaces. A representation theorem for Boolean algebras with operators has been considered by Jónsson and Tarski [116,117]. By means of an extension theorem they proved that operators on a Boolean algebra can be naturally extended to completely additive operators on a complete and atomic Boolean algebra.

Stone’s representation theorem leaves open the problem of finding an abstract characterization of topological spaces. For every topological space, its lattice of open sets forms a frame. This fact leads Papert and Papert [156] to a representation theorem between spatial frames and sober spaces. Even further, Isbell [109] gives an adjunction between the category of topological spaces with continuous functions and the opposite category of frames with frame homomorphisms. This adjunction yields a duality between the category of sober spaces and the category of spatial frames.

The importance of Stone-like dualities in a mathematical context is shown in a book of Johnstone [112], and in the context of domain theory in [77]. Abramsky [1] applied Stone duality to get logics of domains, as used in denotational semantics. He argues that Stone duality is the bridge between denotational and axiomatic semantics.

In this chapter we consider a topological space as a function from its frame of open sets to its completely distributive lattice of saturated sets. More abstractly this structure is an observation frame. In the light of our discussion in Chapter 5, an observation frame is a map from affirmative predicates to specifiable predicates preserving the geometric logic of the affirmative predicates. We construct topological spaces from observation frames by taking as points special kinds of prime elements. In this way we obtain a duality between observation frames and \( \mathcal{T}_0 \) spaces. We also give a logic of observation frames with arbitrary conjunctions and disjunctions. This is done by the introduction of \( M \)-topological systems, which are a generalization of the topological systems of Vickers [192]. Finally we consider some examples of interesting \( \mathcal{T}_0 \) spaces which need not to be sober.
8.1 Observation frames

Complete lattices are closed under infinite meets and infinite joins. However these operations do not need to represent infinite conjunctions and infinite disjunctions even if the elements of the lattice are subsets of some set. For example, the lattice of open sets of a topological space \( X \) is complete since an arbitrary union of open sets is open, but the meet of an arbitrary collection of open sets \( S \) is given by the interior of the intersection of \( S \), which does not, in general, coincide with the intersection of \( S \).

In this section we introduce a mathematical structure which represents abstract topological spaces and which supports both the arbitrary conjunctions and the arbitrary disjunctions of the abstract open sets.

Our starting point is the fact that the lattice of open sets of a topological space \( X \) can be embedded in the lattice of saturated sets of \( X \). The saturated sets are closed under arbitrary unions and intersections. Since every open set is saturated, the logic of the affirmative predicates is preserved.

**Definition 8.1.1** An observation frame is a frame morphism \( \alpha : F \to L \) from a frame \( F \) to a completely distributive lattice \( L \) such that every element \( q \) in \( L \) is saturated, that is,

\[
q = \bigcap \{ \alpha(x) \mid q \subseteq \alpha(x) \}.
\]

For clarity we use the following convention for an observation frame \( \alpha : F \to L \). The order, the meet and the join in \( F \) are denoted by \( (\leq, \wedge, \vee) \), respectively, while the order, the meet and the join in \( L \) are denoted by \( (\subseteq, \sqcap, \sqcup) \). In case \( F \) (or \( L \)) is a subset of \( \mathcal{P}(X) \) for some set \( X \) we use the standard \( (\subseteq, \cap, \cup) \) whenever these coincide with the order, the meet or the join in \( F \) (or \( L \)).

The identity function \( \text{id}_L : L \to L \), for \( L \) a completely distributive lattice, is an observation frame. If \( L \) is the two point completely distributive lattice \( 2 = \{ \bot, \top \} \) with \( \bot \subseteq \top \), we refer to the observation frame \( \text{id}_L : L \to L \) simply by \( 2 \). Another example of an observation frame is given by the inclusion map \( \mathcal{O}(X) \hookrightarrow \mathcal{Q}(X) \), where \( X \) is a topological space, \( \mathcal{O}(X) \) is the frame of opens and \( \mathcal{Q}(X) \) is the completely distributive lattice of the saturated sets. We denote this observation frame by \( \Omega(X) \).

Next we organize observation frames into a category. We need an appropriate notion of morphism for observation frames. It can be obtained by adapting
Definition 6.2.1.

**Definition 8.1.2** A morphism from an observation frame \( \alpha : F \to L \) to an observation frame \( \beta : G \to K \) consists of a frame morphism \( \phi : F \to G \) which is \( M \)-multiplicative, that is, for all subsets \( S \) and \( T \) of \( F \)

\[ \bigcap \alpha(S) \subseteq \bigcap \alpha(T) \text{ implies } \bigcap \beta(\phi(S)) \subseteq \bigcap \beta(\phi(T)). \]

This gives a category (with composition as for ordinary functions) which is denoted by \( \text{OFrm} \).

The idea is that a morphism between observation frames preserves the logic of affirmative predicates, but also takes into account what happens to infinite conjunctions of these affirmative predicates (which are usually outside the frame). The above definition of morphisms between observation frames can be justified by the following example:

Assume that \( X \) and \( Y \) are two topological spaces and let \( f : X \to Y \) be a continuous function (i.e. a map in the category of topological spaces \( \text{Sp} \)). The function \( f \) induces a morphism \( \Omega(f) : \Omega(Y) \to \Omega(X) \) in \( \text{OFrm} \) defined by its inverse image, i.e., \( \Omega(f)(o) = f^{-1}(o) = \{ x \in X \mid f(x) \in o \} \) for every \( o \in \mathcal{O}(Y) \). We check the multiplicativity condition. Assume \( S, T \subseteq \mathcal{O}(Y) \) with \( \bigcap S \subseteq \bigcap T \). Then

\[
x \in \bigcap \Omega(f)(S) \iff \forall o \in S : f(x) \in o \\
\iff f(x) \in \bigcap S \\
\Rightarrow f(x) \in \bigcap T \quad [\bigcap S \subseteq \bigcap T] \\
\iff x \in \bigcap \Omega(f)(T).
\]

Thus we have a functor \( \Omega : \text{Sp} \to \text{OFrm}^{\text{op}} \). Later it will be shown that \( \Omega \) has a right adjoint.

The next theorem gives a mathematical justification of the definition of a morphism between observation frames. First we need the following preparatory lemma.

**Lemma 8.1.3** Let \( \alpha : F \to L \) be an observation frame, \( \beta : G \to H \) be a frame morphism from a frame \( G \) to a completely distributive lattice \( H \), and \( \phi : F \to G \) be a frame morphism. If \( \psi : L \to H \) is a function preserving arbitrary intersections and such that \( \beta \circ \phi = \psi \circ \alpha \), then \( \psi \) preserves also arbitrary joins (and hence is a morphism between completely distributive lattices).
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**Proof.** Let \( S \) be a subset of \( L \) and consider the following set of sets

\[
\mathcal{A} = \{\{\alpha(a) \mid a \in F \quad \& \quad q \subseteq \alpha(a)\} \mid q \in S\}.
\]

Because \( \alpha : F \to L \) is an observation frame \( q = \bigsqcap \{a \in F \mid q \subseteq \alpha(a)\} \) for all \( q \in S \). Hence we have that

\[
\psi(\bigsqcup S) = \psi(\bigsqcup \{\bigcap A \mid A \in \mathcal{A}\})
\]

\[
= \psi(\bigcap \{\bigcup f(A) \mid f \in \Phi(\mathcal{A})\}) \quad \text{[complete distributivity]}
\]

\[
= \bigcap \{\psi(\bigcup f(A)) \mid f \in \Phi(\mathcal{A})\} \quad \text{[\( \psi \) preserves arbitrary meets]}
\]

\[
= \bigcap \{\bigcup \{\psi(\alpha(a)) \mid \alpha(a) \in f(A)\} \mid f \in \Phi(\mathcal{A})\}, \quad (8.1)
\]

where the latter equality holds because for every \( f \in \Phi(\mathcal{A}) \), \( f(A) \) is a subset of the image under \( \alpha \) of \( F \) (since \( f : \mathcal{A} \to \bigsqcup \mathcal{A} \)) and because the commutativity \( \beta \circ \phi = \psi \circ \alpha \) implies that \( \psi \) preserves all joins \( \bigcup \alpha(T) \) in \( L \) for every \( T \subseteq F \).

Consider now the following set of sets

\[
\mathcal{B} = \{\{\psi(\alpha(a)) \mid a \in F \quad \& \quad q \subseteq \alpha(a)\} \mid q \in S\}.
\]

We have

\[
\bigsqcup \psi(S) = \bigsqcup \{\psi(\bigcap \{\alpha(a) \mid a \in F \quad \& \quad q \subseteq \alpha(a)\}) \mid q \in S\}
\]

\[
= \bigsqcup \{\bigcap \{\psi(\alpha(a)) \mid a \in F \quad \& \quad q \subseteq \alpha(a)\} \mid q \in S\}
\]

\[
= \bigsqcup \{\bigcap B \mid B \in \mathcal{B}\}
\]

\[
= \bigcap \{\bigsqcup g(\mathcal{B}) \mid g \in \Phi(\mathcal{B})\}. \quad \text{[complete distributivity]} \quad (8.2)
\]

But for every \( g \in \Phi(\mathcal{B}) \) there exists \( f \in \Phi(\mathcal{A}) \) such that \( f(q) = \alpha(a) \) if \( g(q) = \psi(\alpha(a)) \). Hence

\[
\{\bigsqcup g(\mathcal{B}) \mid g \in \Phi(\mathcal{B})\} \subseteq \bigsqcup \{\psi(\alpha(a)) \mid \alpha(a) \in f(\mathcal{A})\} \mid f \in \Phi(\mathcal{A})\}
\]

from which it follows, using the equalities (8.1) and (8.2), that

\[
\psi(\bigsqcup S) \subseteq \bigsqcup \psi(S).
\]

The converse of the above inequation holds by monotonicity of \( \psi \). \( \square \)
A frame morphism is a morphism between observation frames if and only if it can be uniquely extended to a morphism between completely distributive lattices. This result is similar to the extension theorem of Jónsson and Tarski [116] for Boolean algebras.

**Theorem 8.1.4** Let $\alpha : F \to L$ and $\beta : G \to H$ be two observation frames and $\phi : F \to G$ be a frame morphism. Then $\phi$ is a morphism in $\textbf{Ofrm}$ if and only if there exists a unique morphism $\tilde{\phi} : L \to H$ in $\textbf{CDL}$ such that $\beta \circ \phi = \tilde{\phi} \circ \alpha$.

![Diagram](image)

**Proof.** Assume $\tilde{\phi} : L \to H$ is a morphism between completely distributive lattices such that $\beta \circ \phi = \tilde{\phi} \circ \alpha$. We need to prove that $\phi : F \to G$ is $M$-multiplicative. Let $S, T \subseteq F$ be such that $\sqcap \alpha(S) \subseteq \sqcap \alpha(T)$. Then we have:

\[
\begin{align*}
\sqcap \beta(\phi(S)) &= \sqcap \tilde{\phi}(\alpha(S)) & [\beta \circ \phi = \tilde{\phi} \circ \alpha] \\
&= \tilde{\phi}(\sqcap \alpha(S)) & [\tilde{\phi} \text{ is meet preserving}] \\
&\subseteq \tilde{\phi}(\sqcap \alpha(T)) & [\text{monotonicity of } \tilde{\phi} \text{ and } \sqcap \alpha(S) \subseteq \sqcap \alpha(T)] \\
&= \sqcap \tilde{\phi}(\alpha(T)) & [\tilde{\phi} \text{ is meet preserving}] \\
&= \sqcap \beta(\phi(T)) & [\beta \circ \phi = \tilde{\phi} \circ \alpha]
\end{align*}
\]

Conversely, assume $\phi$ is an observation frame morphism and define, for $S \subseteq F$,

\[\tilde{\phi}(\sqcap \alpha(S)) = \sqcap \beta(\phi(S)).\]

It is well-defined because $\phi$ is $M$-multiplicative: if $\sqcap \alpha(S) = \sqcap \alpha(T)$ for subsets $S$ and $T$ of $F$ then, $\sqcap \beta(\phi(S)) = \sqcap \beta(\phi(T))$. By definition, $\tilde{\phi}$ preserves arbitrary meets and it is the unique function preserving arbitrary meets such that $\beta \circ \phi = \tilde{\phi} \circ \alpha$. By Lemma 8.1.3 it follows that $\tilde{\phi}$ preserves also arbitrary joins. \qed
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M-filters and M-prime elements

In this subsection we introduce the notions of M-filter and of M-prime element of an observation frame. They will be used later to construct the points of a topological space associated with an observation frame. Furthermore we prove that completely prime M-filters and the M-prime elements of an observation frame \( \alpha : L \to F \) and morphisms from \( \alpha \) to \( 2 \) in \( \text{OFrm} \) are essentially the same. In the next chapter we will state the precise relationships to the standard notions of filter and prime elements of a frame.

**Definition 8.1.5** Let \( \alpha : F \to L \) be an observation frame. A subset \( \mathcal{U} \) of \( F \) is an M-filter of \( \alpha \) if for all \( a \in F \),

\[
\bigcap \alpha(\mathcal{U}) \subseteq \alpha(a) \Rightarrow a \in \mathcal{U}.
\]

An M-filter \( \mathcal{U} \) of \( \alpha \) is called completely prime if for every \( S \subseteq F \),

\[
\bigvee S \in \mathcal{U} \Rightarrow \exists s \in S : s \in \mathcal{U}.
\]

Notice that a completely prime M-filter \( \mathcal{U} \) cannot contain \( \bot_F \) because \( \bot_F \) equals the empty join and hence by the definition above there should be \( s \in \emptyset \) such that \( s \in \mathcal{U} \).

The condition defining an M-filter can be described as closure under arbitrary meets as distinguished from the closure under finite meets of a filter. It is easy to see that every M-filter \( \mathcal{U} \) of an observation frame \( \alpha : F \to L \) is a filter of \( F \). Indeed, it is non-empty because \( \bigcap \alpha(\mathcal{U}) \subseteq \top_L = \alpha(\top_F) \) implies \( \top_F \in \mathcal{U} \). It is an upper closed subset of \( F \) because if \( a \in \mathcal{U} \) and \( a \leq b \) then, by monotonicity of \( \alpha \), \( \bigcap \alpha(\mathcal{U}) \subseteq \alpha(a) \subseteq \alpha(b) \). Hence \( b \in \mathcal{U} \). Finally, suppose \( a \) and \( b \) in \( \mathcal{U} \). Then \( \bigcap \alpha(\mathcal{U}) \subseteq \alpha(a) \) and \( \bigcap \alpha(\mathcal{U}) \subseteq \alpha(b) \). Hence \( \bigcap \alpha(\mathcal{U}) \subseteq \alpha(a) \cap \alpha(b) = \alpha(a \land b) \), which implies \( a \land b \in \mathcal{U} \).

The converse is in general not true. This can be shown using a counter-example due to Chellas [51] in the context of minimal augmented models for modal logics. Consider the observation frame \( \text{id}_{\mathcal{P}(\mathbb{R})} : \mathcal{P}(\mathbb{R}) \to \mathcal{P}(\mathbb{R}) \), where \( \mathbb{R} \) is the set of real numbers ordered as usual. For \( r \in \mathbb{R} \) define

\[
\mathcal{F}_r = \{ V \subseteq \mathbb{R} | \exists s \in \mathbb{R} : r < s \land (r, s) \subseteq V \}
\]

where \( (r, s) = \{ t \in \mathbb{R} | r < t < s \} \). Hence \( \mathcal{F}_r \) is the set of all sets of real numbers that include some open interval \( (r, s) \) for some \( r < s \). It is an easy
verification to prove that $\mathcal{F}_r$ is a filter of $\mathcal{P}(\mathbb{R})$. However $\mathcal{F}_r$ is not an M-filter of the observation frame $id_{\mathcal{P}(\mathbb{R})}$ because $\bigcap \mathcal{F}_r$ is the empty set since there is no smallest open interval $(r, s)$ for $r < s$, whereas $\emptyset \not\in \mathcal{F}_r$ because $(r, s)$ is not empty for every $r < s$. Therefore $\bigcap \mathcal{F}_r = \emptyset$ but $\emptyset \not\in \mathcal{F}_r$. We will return to the relation between filters and M-filters in the next chapter.

**Lemma 8.1.6** Let $\alpha : F \to L$ be an observation frame. The assignment $\mathcal{U} \mapsto \uparrow(\bigcap \alpha(\mathcal{U}))$ is an isomorphism between M-filters of $\alpha$ and principal filters of $L$, where $\uparrow(\cdot)$ denotes the upper closure with respect to the order of $L$.

**Proof.** The above map is well-defined because, by definition, $\uparrow(\bigcap \alpha(\mathcal{U}))$ is a principal filter of $L$. Assume $\mathcal{U}_1$ and $\mathcal{U}_2$ are two different M-filters of $\alpha$, say there exists $a \in \mathcal{U}_1$ but $a \not\in \mathcal{U}_2$. Then $\alpha(a) \in \uparrow(\bigcap \alpha(\mathcal{U}_1))$ but $\bigcap \alpha(\mathcal{U}_2) \not\subseteq \alpha(a)$ because otherwise $a \in \mathcal{U}_2$ since $\mathcal{U}_2$ is an M-filter. Hence the above map is injective. Next we show it is also onto: let $V$ be a principal filter of $L$ and consider the set $\mathcal{U} = \{a \in F \mid \alpha(a) \in V\}$. For every $a \in F$, if $\bigcap \alpha(\mathcal{U}) \subseteq \alpha(a)$ then $\bigcap V \subseteq \alpha(a)$ because $\alpha(\mathcal{U}) = V \cap \alpha(F)$. Since $V$ is a principal filter of $L$, $\alpha(a) \in V$ and hence $a \in \mathcal{U}$. Therefore $\mathcal{U}$ is an M-filter of $\alpha$. It remains to prove $V = \uparrow(\bigcap \alpha(\mathcal{U}))$. The inclusion from right to left follows because $\alpha(\mathcal{U}) = V \cap \alpha(F)$ and $V = \uparrow \bigcap V$, being $V$ a principal filter. Conversely, let $q \in V$. Then $\alpha(a) \in V$ for all $a \in F$ such that $q \subseteq \alpha(a)$ because $V$ is upper closed. Hence $\alpha(a) \in V \cap \alpha(F) = \alpha(\mathcal{U})$, which implies

$$\bigcap \alpha(\mathcal{U}) \subseteq \bigcap \{\alpha(a) \mid a \in F \land q \subseteq \alpha(a)\} = q$$

where the latter equality follows because $\alpha$ is an observation frame. Therefore $q \in \uparrow(\bigcap \alpha(\mathcal{U}))$. \qed

In other words, the above lemma says that M-filters of $\alpha : F \to L$ are in bijective correspondence with elements of $L$. As an immediate consequence we have, for every M-filter $\mathcal{U}$ of $\alpha : F \to L$,

$$\alpha(\mathcal{U}) = \uparrow(\bigcap \alpha(\mathcal{U})) \cap \alpha(F).$$

Let $X$ be a topological space and consider the observation frame $\Omega(X)$. Every saturated set $q \in \mathcal{Q}(X)$ induces an M-filter

$$\mathcal{U}(q) = \{o \in \mathcal{O}(X) \mid q \subseteq o\}.$$
Indeed, if $\cap U(q) \subseteq o$ then $q \subseteq o$ because $q = \cap U(q)$. Therefore $o \in U(q)$.

Also, for every $x \in X$ the set

$$U_0(x) = \{ o \in O(X) \mid x \in o \}$$

is clearly an $M$-filter of $\Omega(X)$. Furthermore, $U_0(x)$ is completely prime since for every $S \subseteq O(X)$ and $o \in U_0(x)$ such that $o \subseteq \cup S$ we have $x \in o \subseteq \cup S$.

Hence there exists $s \in S$ such that $x \in s$. Therefore $s \in U_0(x)$.

**Definition 8.1.7** For an observation frame $\alpha : F \rightarrow L$, an element $p \in F$ is called $M$-prime if for all $S \subseteq F$,

$$\cap \alpha(S) \subseteq \alpha(p) \Rightarrow \exists s \in S : s \leq p.$$ 

The set of all $M$-prime elements of $\alpha$ is denoted by $MP(\alpha)$.

Consider the observation frame $\Omega(X)$ of a topological space $X$. Define for every $x \in X$ the open set

$$o_x = \text{int}(X \setminus \{x\}) = \bigcup\{ o \in O(X) \mid x \not\in o \} \subseteq X \setminus \{x\},$$

where $\text{int}(\cdot)$ is the interior operator associated with the topology on $X$. By definition $o_x$ is the greatest (with respect to subset inclusion) open set not containing $x$, that is, for an open $o'$, $x \not\in o'$ if and only if $o' \subseteq o_x$. It is also an $M$-prime element. Indeed, for every subset $S$ of $O(X)$ if $\cap S \subseteq o_x$ then $x \not\in \cap S$ because otherwise we would have $x \in \cap S \subseteq o_x$ contradicting $x \not\in o_x$. But then there exists an $s \in S$ such that $x \not\in s$. Since $o_x$ is the greatest open set not containing $x$, $s \subseteq o_x$. Thus $o_x \in MP(\Omega(X))$ for every $x \in X$.

Notice that for every $o \in O(X)$ we have $\cap\{ o_x \mid x \not\in o \} = o$:

1. If $y \in \cap\{ o_x \mid x \not\in o \}$ then $y \in o$ because otherwise $y \in X \setminus o$ and hence $o_y \in \{ o_x \mid x \not\in o \}$. But this yields $y \in \cap\{ o_x \mid x \not\in o \} \subseteq o_y$, a contradiction.

2. For every $x \in X \setminus o$, $o \subseteq (X \setminus \{x\})$. Hence by idempotency and monotonicity of the interior operator we obtain $o = \text{int}(o) \subseteq \text{int}(X \setminus \{x\}) = o_x$ for every $x \not\in o$. Therefore $o \subseteq \cap\{ o_x \mid x \not\in o \}$.

(For the case when $o = X$ observe that $\{ o_x \mid x \not\in o \} = \emptyset$ and that $\cap \emptyset = X = o$.) Next we show that every $M$-prime element in $\Omega(X)$ is of the form $o_x$ for
some \( x \in X \). Indeed, let \( p \) be an M-prime element of \( \Omega(X) \). Since \( p \in \mathcal{O}(X) \) we have just seen that \( \bigcap \{ o_x \mid x \not\in p \} \subseteq p \). But then \( o_x \subseteq p \) for some \( x \not\in p \). The latter yields \( p \subseteq o_x \) and hence \( p = o_x \). This fact will be crucial later on for obtaining our duality. If \( X \) is a \( T_0 \) space then clearly every M-prime element of \( \Omega(X) \) is of the form \( o_x \) for a unique \( x \in X \).

The next lemma is the main result of this subsection. It gives isomorphisms between M-filters, M-prime elements of an observation frame \( \alpha : F \to L \) and also morphisms from \( \alpha \) to 2 in \( \text{OFRm} \).

**Lemma 8.1.8** For an observation frame \( \alpha : F \to L \) there are bijective correspondences between

1. morphisms \( \phi \) from \( \alpha \) to 2 in \( \text{OFRm} \),
2. completely prime M-filters \( \mathcal{U} \) of \( \alpha \),
3. M-prime elements \( p \) of \( \alpha \).

The correspondences are given by:

(i) \( \Rightarrow \) (ii) \( \phi \mapsto \mathcal{U}_\phi = \{ a \in F \mid \phi(a) = \top \} \);

(ii) \( \Rightarrow \) (i) \( \mathcal{U} \mapsto \phi_{\mathcal{U}} = \lambda a \in F \cdot \begin{cases} \top \text{ if } a \in \mathcal{U} \\ \bot \text{ otherwise} \end{cases} \);

(ii) \( \Rightarrow \) (iii) \( \mathcal{U} \mapsto p_{\mathcal{U}} = \bigvee \{ a \in F \mid a \not\in \mathcal{U} \} \);

(iii) \( \Rightarrow \) (ii) \( p \mapsto \mathcal{U}_p = F \setminus (\downarrow p) \);

(iii) \( \Rightarrow \) (i) \( p \mapsto \phi_p = \lambda a \in F \cdot \begin{cases} \bot \text{ if } a \leq p \\ \top \text{ otherwise} \end{cases} \);

(i) \( \Rightarrow \) (iii) \( \phi \mapsto p_\phi = \bigvee \{ a \in F \mid \phi(a) = \bot \} \).

**Proof.** Let \( \alpha : F \to L \) be an observation frame, \( \phi : \alpha \to 2 \) be a morphism in \( \text{OFRm} \), \( \mathcal{U} \subseteq F \) be a completely prime M-filter and \( p \in F \) be an M-prime element. We prove only (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii) \( \Rightarrow \) (i). The verification of the other correspondences is left to the reader.

(i) \( \Rightarrow \) (ii): We have to prove that \( \mathcal{U}_\phi \) is a completely prime M-filter. We start by proving that \( \mathcal{U}_\phi \) is an M-filter. For every \( x \in F \) such that \( \bigcap \alpha(\mathcal{U}_\phi) \subseteq \alpha(x) \) we have \( \bigwedge \{ \phi(a) \mid a \in \mathcal{U}_\phi \} \leq \phi(x) \) since \( \phi \) is a morphism in \( \text{OFRm} \). But \( a \in \mathcal{U}_\phi \) if and only if \( \phi(a) = \top \) by definition, hence also \( \phi(x) = \top \). Therefore \( x \) is in \( \mathcal{U}_\phi \).
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It remains to show that \( \mathcal{U}_\phi \) is completely prime. Let \( S \subseteq F \) and \( a \in \mathcal{U}_\phi \) be such that \( a \leq \bigvee S \). Then \( \phi(\bigvee S) = \top \) because \( \phi \) is a frame morphism and \( \top = \phi(a) \leq \phi(\bigvee S) = \bigvee \phi(S) \). Therefore there is \( s \in S \) such that \( \phi(s) = \top \), that is, there is a \( s \in S \) such that \( s \in \mathcal{U}_\phi \).

(ii) \( \Rightarrow \) (iii): We have to prove that \( p_\mathcal{U} \) is an M-prime element. Let \( S \subseteq F \) be such that \( \bigcap \alpha(S) \subseteq \alpha(p_\mathcal{U}) \). Then \( \bigcap \alpha(S) \subseteq \alpha(\bigvee \{a \in F \; | \; a \notin \mathcal{U}\}) = \bigcup \{\alpha(a) \; | \; a \notin \mathcal{U}\} \). There must exist \( s \in S \) such that \( s \notin \mathcal{U} \) because if not, \( S \subseteq \mathcal{U} \) would imply \( \bigcap \alpha(\mathcal{U}) \subseteq \bigcap \alpha(S) \subseteq \alpha(\bigvee \{a \in F \; | \; a \notin \mathcal{U}\}) \) and hence \( \bigvee \{a \in F \; | \; a \notin \mathcal{U}\} \in \mathcal{U} \) as \( \mathcal{U} \) is an M-filter. Since it is also completely prime we have the contradiction that there exists \( a \notin \mathcal{U} \) such that \( a \in \mathcal{U} \).

(iii) \( \Rightarrow \) (i): We have to prove that \( \phi_p \) is a morphism in \( \text{OFrm} \). It is easily verified that it is a frame morphism from \( F \) to \( 2 \). Hence we concentrate on the proof that \( \phi_p \) is M-multiplicative. Let \( S, T \subseteq F \) be such that \( \bigcap \alpha(S) \subseteq \bigcap \alpha(T) \). Assume \( \bigwedge \phi_p(S) = \top \) but suppose \( \bigwedge \phi_p(T) = \bot \). Then there exists \( t \in T \) such that \( \phi_p(t) = \bot \) and hence \( t \leq p \). Since \( p \) is an M-prime element, we have that \( \bigcap \alpha(S) \subseteq \bigcap \alpha(T) \subseteq \alpha(t) \subseteq \alpha(p) \) implies there exists \( s \in S \) such that \( s \leq p \). Hence \( \phi_p(s) = \bot \) contradicting \( \bigwedge \phi_p(S) = \top \). \( \Box \)

Completely prime M-filters are preserved by the inverse image of a morphism in \( \text{OFrm} \): let \( \phi : (\alpha : F \to L) \to (\beta : G \to H) \) be a morphism in \( \text{OFrm} \) and let \( \mathcal{U} \) be a completely prime M-filter of \( \beta \). Then \( \phi_\mathcal{U} : \beta \to 2 \) is also a morphism in \( \text{OFrm} \) which hence yields by composition a morphism from \( \alpha \) to \( 2 \), or, equivalently, a completely prime M-filter \( \phi^{-1}(\mathcal{U}) \) of \( \alpha \).

We conclude this subsection by taking a closer look at Galois connections between posets. Galois connections play an important role in spectral theory (see for example [777]) and in general in lattice theory. In particular we are interested in those posets which constitute the frame part of an observation frame.

**Definition 8.1.9** Let \( F \) and \( G \) be two posets and \( f : F \to G, g : G \to F \) be two functions. We say the pair \((f, g)\) is a Galois connection between \( F \) and \( G \) if both \( f \) and \( g \) are monotone, and, for all \( x \in F \) and \( y \in G \),

\[
f(x) \leq y \iff x \leq g(y).
\]

For a Galois connection \((f, g)\) the function \( g \) is called upper (or left) adjoint and the function \( f \) is called lower (or right) adjoint. A Galois connection is a special case of adjoint functors, where the posets \( F \) and \( G \) are seen as
categories [136, Chapter IV]. Any upper adjoint $g$ preserves all meets in $G$, while any lower adjoint $f$ preserves all joins in $F$. More generally we have the following characterization of Galois connections.

**Lemma 8.1.10** Let $F, G$ be two complete lattices.

(i) A function $g : G \to F$ preserves all meets in $G$ if and only if $g$ is monotone and has a lower adjoint $f : F \to G$ given, for all $x \in F$, by $f(x) = \bigwedge \{ y \in G \mid x \leq g(y) \}$.

(ii) A function $f : F \to G$ preserves all joins in $F$ if and only if $f$ is monotone and has an upper adjoint $g : G \to F$ given for all $y \in G$, by $g(y) = \bigvee \{ x \in F \mid f(x) \leq y \}$.

(iii) A pair of monotone functions $(f, g)$ with $f : F \to G$ and $g : G \to F$ is a Galois connection if and only if $f(g(y)) \leq y$ and $x \leq g(f(x))$ for all $x \in F$ and $y \in G$.

**Proof.** See Corollary 0-3.5 and Theorem 0-3.6 in [77]. □

If $F$ and $G$ are frames and $\phi : F \to G$ is a frame morphism then, since $\phi$ preserves arbitrary joins, it has an upper adjoint, say $g : G \to F$, which preserves arbitrary meets by the above Lemma. Also, the upper adjoint $g$ preserves prime elements because $\phi$ preserves finite meets [77, Lemma IV-4.5]. If $\phi : F \to G$ is also an observation frame morphism from $\alpha : F \to L$ to $\beta : G \to H$ then we have the following.

**Lemma 8.1.11** Assume $\phi$ is a morphism in OFrm between the observation frames $\alpha : F \to L$ and $\beta : G \to H$. Then $\phi : F \to G$ has an upper adjoint $g : G \to F$ which preserves arbitrary meets of $G$, prime elements and also the $M$-prime elements of $\beta$.

**Proof.** Since an observation frame morphism $\phi$ is a frame morphism from $F$ to $G$ it has an upper adjoint $g : G \to F$ which preserves arbitrary meets of $G$ and prime elements of $G$. Let now $p \in MP(\beta)$ and $S \subseteq F$, then

\[
\bigcap \alpha(S) \subseteq \alpha(g(p)) \Rightarrow \bigcap \beta(\phi(S)) \subseteq \beta(\phi(g(p))) \quad \text{[M-multiplicativity]}
\]

\[
\Rightarrow \bigcap \beta(\phi(S)) \subseteq \beta(p) \quad \text{[Lemma 8.1.10 (iii)]}
\]

\[
\Leftrightarrow \exists s \in S : \phi(s) \leq p \quad \text{[p is M-prime]}
\]

\[
\Leftrightarrow \exists s : s \leq g(p) \quad \text{[(\phi, g) is a Galois connection]}
\]
that is, \( g(p) \in MP(\alpha) \). \( \Box \)

For a Galois connection \((f, g)\) there does not seem to be any condition on \( g \)
alone which implies that \( f \) preserves finite meets (see [112]). However, for lattices
in which every element is the meet of all the primes above it, \( g \) preserves
prime elements if and only if \( f \) preserves finite meets (see [77]).

\textit{Duality for} \( \mathcal{T}_0 \) \textit{spaces}

In this subsection we define a point functor \( Pt \) from the opposite of the cate-
gory of observation frames to the category \( \mathbf{Sp} \) of topological spaces by topolo-
gizing the M-prime elements. We show that the functor \( Pt \) is a right adjoint to
the functor \( \Omega: \mathbf{Sp} \to \mathbf{OFrm}^{sp} \) and that this adjunction restricts to a duality
for \( \mathcal{T}_0 \) spaces.

In order to define a topology for the set of M-prime elements \( MP(\alpha) \) of an
observation frame \( \alpha: F \to L \), define the ‘open set’ \( \triangle(a) \) by

\[
\triangle(a) = MP(\alpha) \setminus \uparrow a = \{ p \in MP(\alpha) \mid a \not\leq p \},
\]

for all \( a \) element of \( F \).

\textbf{Lemma 8.1.12} \textit{Let} \( \alpha: F \to L \) \textit{be an observation frame}. \textit{Then:}

\[
\begin{align*}
\triangle(\lor S) &= \bigcup \{ \triangle(a) \mid a \in S \} \text{ for all subsets } S \text{ of } F; \\
\triangle(\land S) &= \bigcap \{ \triangle(a) \mid a \in S \} \text{ for all finite subsets } S \text{ of } F.
\end{align*}
\]

\textbf{Proof.} \textit{We prove only the second item. The other one is trivial.}

\[
p \in \bigcap \{ \triangle(a) \mid a \in S \} \iff p \in MP(\alpha) \text{ and } \forall a \in S: a \not\leq p
\]

\[
\iff p \in MP(\alpha) \text{ and } \land S \not\leq p
\]

\[
\iff p \in \triangle(\land S),
\]

where the implication \(( \iff )\) is trivial and for \(( \Rightarrow )\) we use that \( p \) is an M-
prime element: if \( \land S \leq p \) then also \( \bigsqcap \alpha(S) \subseteq \alpha(p) \) and hence \( a \leq p \) for some
\( a \in S \). \( \Box \)
The above lemma implies that, for every observation frame $\alpha : F \rightarrow L$, the collection of sets of the form $\Delta(a)$, for $a \in F$, forms a topology on $MP(\alpha)$. We denote it by $\mathcal{O}_\Delta(MP(\alpha))$ and the corresponding topological space by $Pt(\alpha)$. Notice that $Pt(\alpha)$ is $\mathcal{T}_0$. Indeed, let $p$ and $q \in MP(\alpha)$ be such that $p \leq_B q$ and $q \leq_B p$ in the specialization preorder induced by the topology $\mathcal{O}_\Delta(MP(\alpha))$. Equivalently, $p \in \Delta(a)$ if and only if $q \in \Delta(a)$ for every $a \in F$. Hence, for every $a \in F$, $a \not\in p$ if and only if $a \not\in q$, that is $p = q$. Therefore the specialization preorder is a partial order, that is, the topological space $Pt(\alpha)$ is $\mathcal{T}_0$.

**Lemma 8.1.13** Let $\alpha : F \rightarrow L$ be an observation frame. The map $\varepsilon : F \rightarrow \mathcal{O}_\Delta(MP(\alpha))$ defined by $\varepsilon(a) = \Delta(a)$ for every $a \in F$ is a morphism in $\mathsf{OFrm}$ from $\alpha$ to the observation frame $\Omega(Pt(\alpha))$. It is surjective as a function.

**Proof.** By Lemma 8.1.12, $\varepsilon$ is a frame morphism which is surjective as a function by definition. It remains to prove that it is $M$-multiplicative. Let $S$ and $T$ be two subsets of $F$ be such that $\bigcap \alpha(S) \subseteq \bigcap \alpha(T)$, and take $p \in \bigcap \varepsilon(S)$. From the definition of $\varepsilon$, $p \in MP(\alpha)$ and $s \not\leq_B p$ for every $s \in S$. We claim that also $t \not\leq_B p$ for every $t \in T$. If not then there would exist $t \in T$ such that $t \leq_B p$ and hence $\alpha(t) \subseteq \alpha(p)$. Since $\bigcap \alpha(S) \subseteq \bigcap \alpha(T) \subseteq \alpha(t) \subseteq \alpha(p)$ there would exist $s \in S$ such that $s \leq_B p$ (because $p$ is an $M$-prime element), therefore contradicting the hypothesis. Thus $p \in \Delta(t)$ for every $t \in T$, that is, $p \in \bigcap \varepsilon(T)$. $\square$

We are now ready to formulate the relationship between topological spaces and observation frames.

**Theorem 8.1.14** Let $X$ be a topological space, $\alpha : F \rightarrow L$ be an observation frame and $\phi$ be a morphism in $\mathsf{OFrm}$ from $\alpha$ to $\Omega(X)$. Then there is a unique continuous function $f_\phi : X \rightarrow Pt(\alpha)$ in $\mathsf{Sp}$ such that $\Omega(f_\phi) \circ \varepsilon = \phi$.

This extends the assignment $\alpha \mapsto Pt(\alpha)$ to a functor from $\mathsf{OFrm}^{op}$ to $\mathsf{Sp}$ which is a right adjoint of $\Omega$.
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**Proof.** Let \( a \in F \). In order to obtain the required commutativity we have to prove

\[
\forall x \in X : x \in \phi(a) \iff x \in \Omega(f_\phi)(\varepsilon(a))
\]

\[
\iff f_\phi(x) \in \varepsilon(a) \quad \text{[definition of } \Omega(f_\phi)]\]

\[
\iff f_\phi(x) \in \Delta(a) \quad \text{[definition of } \varepsilon(a)]\]

\[
\iff a \not\leq f_\phi(x). \quad \text{[definition of } \Delta(a)]\]

This determines \( f_\phi(x) \) uniquely as \( \forall \{b \in F \mid x \not\in \phi(b)\} \). Indeed, for all \( x \in X \), if \( a \not\leq f_\phi(x) \) then \( x \in \phi(a) \) because otherwise we would have \( a \in \{b \in F \mid x \not\in \phi(b)\} \) and hence the contradiction \( a \leq \forall \{b \in F \mid x \not\in \phi(b)\} = f_\phi(x) \).

Conversely, if \( x \in \phi(a) \) then \( a \not\leq f_\phi(x) \) because otherwise \( a \leq f_\phi(x) = \forall \{b \in F \mid x \not\in \phi(b)\} \) would imply, after applying \( \phi \),

\[
\phi(a) \subseteq \phi(\forall \{b \in F \mid x \not\in \phi(b)\}) = \bigcup \{\phi(b) \in \mathcal{O}(X) \mid x \not\in \phi(b)\}.
\]

Since \( x \in \phi(a) \) we would get that there exists \( b \in F \) such that \( x \in \phi(b) \) and \( x \not\in \phi(b) \).

Next we show that \( f_\phi(x) \) is an \( M \)-prime element, i.e. \( f_\phi(x) \in MP(\alpha) \). Let \( S \) be a subset of \( F \) such that \( \bigcap \alpha(S) \subseteq \alpha(f_\phi(x)) \). Then from the definition of \( f_\phi(x) \) and after applying \( \phi \) we obtain

\[
\bigcap \phi(S) \subseteq \phi(\forall \{a \in F \mid x \not\in \phi(a)\}) = \bigcup \{\phi(a) \in \mathcal{O}(X) \mid x \not\in \phi(a)\}.
\]

Hence there exists \( s \in S \) such that \( s \leq f_\phi(x) \) because otherwise for all \( s \in S \) we would have \( s \not\leq f_\phi(x) \) and hence by the above, \( x \in \phi(s) \) for every \( s \in S \). But then \( x \in \bigcap \phi(S) \) which implies there exists \( a \in F \) such that \( x \in \phi(a) \) and \( x \not\in \phi(a) \).

The function \( f_\phi \) is also continuous. Let \( a \in F \) and consider the open set \( \Delta(a) \) of \( Pt(\alpha) \). Then we have:

\[
f_{\phi}^{-1}(\Delta(a)) = \{x \in X \mid f_\phi(x) \in \Delta(a)\}
\]

\[
= \{x \in X \mid a \not\leq f_\phi(x)\} \quad \text{[definition of } \Delta(a), f_\phi(x) \text{ M-prime]} 
\]

\[
= \{x \in X \mid x \in \phi(a)\}
\]

\[
= \phi(a).
\]

Since \( \phi(a) \in \mathcal{O}(X) \) is open, we have that \( f_\phi \) is continuous. \( \square \)
The unit of the above adjunction is given by the function $\eta$ defined in the following Lemma.

**Lemma 8.1.15** Let $X$ be a topological space. Then the unit of the adjunction between $\text{O Frm}^{op}$ and $\text{Sp}$ is given by function $\eta : X \to Pt(\Omega(X))$ defined by $\eta(x) = \text{int}(X \setminus \{x\}) = o_x$. It is a continuous surjective function in $\text{Sp}$. Moreover, $\eta$ is injective and preserves open sets if and only if $X$ is $\mathcal{T}_0$.

**Proof.** By Theorem 8.1.14 the unit of the adjunction between $\text{O Frm}^{op}$ and $\text{Sp}$ is uniquely determined by the function $f_\phi$, where $\phi : \Omega(X) \to \Omega(X)$ is the identity morphism in $\text{O Frm}^{op}$. Therefore, for every space $X$, the unit $\eta : X \to Pt(\Omega(X))$ is defined by $\eta(x) = \bigcup\{o \in \mathcal{O}(X) \mid x \not\in o\} = o_x$. Next we show $\eta$ is a continuous surjective function in $\text{Sp}$.

We have already seen that the M-prime elements of $\Omega(X)$ are exactly those of the form $o_x = \text{int}(X \setminus \{x\})$ in a topological space $X$. Hence $\eta$ is clearly onto. Let us now check it is also continuous. For $o \in \mathcal{O}(X)$ we have:

$$
\eta^{-1}(\Delta(o)) = \{x \in X \mid \eta(x) \in \Delta(o)\} = \{x \in X \mid o \not\subseteq \eta(x)\} = \{x \in X \mid x \in o\} = o.
$$

This proves also that $\eta$ is injective as a function and hence an isomorphism between $X$ and $MP(\Omega(X))$. It remains to prove that it is also an open map, i.e. it preserves open sets. For $o \in \mathcal{O}(X)$ we have:

$$
\eta(o) = \{\eta(x) \in MP(\Omega(X)) \mid x \in o\}
= \{\eta(x) \in MP(\Omega(X)) \mid o \not\subseteq \eta(x)\} \quad [\text{by definition of } \eta(x)]
= \{\eta(x) \in MP(\Omega(X)) \mid \eta(x) \in \Delta(o)\} \quad [\text{by definition } \Delta(o)]
= \{p \in MP(\Omega(X)) \mid p \in \Delta(o)\} \quad [\eta \text{ is an isomorphism}]
= \Delta(o),
$$

which is open in the topology of $Pt(\Omega(X))$. Therefore, if $X$ is a $\mathcal{T}_0$ space then $\eta$ is an isomorphism in $\text{Sp}$.

Finally, if $\eta$ is injective and open then it forms an isomorphism in $\text{Sp}$ between $X$ and $Pt(\Omega(X))$. However, for every observation frame $\alpha : F \to L$ the space $Pt(\alpha)$ is $\mathcal{T}_0$. Hence also $X$ is $\mathcal{T}_0$. □
By Lemma 8.1.15 and because $Pt(\alpha)$ is a $T_0$ space for every observation frame $\alpha : F \to L$, the adjunction of Theorem 8.1.14 restricts to a reflection of $Sp_0$ into the full image of the functor $\Omega : Sp_0 \to OFrm$. Therefore the adjunction between $Sp_0$ and $Ofrm$ is Galois. Next we characterize this full sub-category of $Ofrm$ and hence we prove directly that the adjunction of Theorem 8.1.14 restricts to an equivalence.

A subset $X$ of a complete lattice $L$ is said to be order generating in $L$ (or equivalently $L$ is said to be order generated by $X$) if
\[ x = \bigwedge (\uparrow x \cap X) = \bigwedge \{ y \in X \mid x \leq y \} \]
for every $x \in L$.

**Proposition 8.1.16** For $X \subseteq L$ where $L$ is a complete lattice the following statements are equivalent.

(i) $X$ is order generating in $L$;
(ii) every element of $L$ can be written as a meet of a subset of $X$;
(iii) $L$ is the smallest subset containing $X$ closed under arbitrary meets;
(iv) whenever $y \not\leq x$, then there is a $p \in X$ with $x \leq p$ but $y \not\leq p$.

**Proof.** See Proposition I.3.9 in [77]. ⊓⊔

For example, for a topological space $X$ the lattice of open sets $\mathcal{O}(X)$ is order generated by $MP(\Omega(X))$: we already know that every M-prime element of $\Omega(X)$ is of the form $o_x = \text{int}(X \setminus \{x\})$ for some $x \in X$. Therefore we need to show $o = \bigwedge \{ o_x \mid o \subseteq o_x \}$ for every open set $o$.

Clearly, $o \subseteq \bigwedge \{ o_x \mid o \subseteq o_x \}$. To prove the other direction of the inclusion, consider $y \in \bigwedge \{ o_x \mid o \subseteq o_x \}$ and assume towards a contradiction that $y \not\leq o$. Then $o_y = \text{int}(X \setminus \{y\})$ is the greatest open set not containing $y$, so $o \subseteq o_y$. But then $o_y \in \{ o_x \mid o \subseteq o_x \}$ and hence $y \in o_y$ because $y \in \bigwedge \{ o_x \mid o \subseteq o_x \} \subseteq o_y$.

By definition, in an observation frame $\alpha : F \to L$, every element of $L$ can be written as the meet of elements in $\alpha(F)$. The following corollary to the above proposition is then immediate.

**Corollary 8.1.17** A frame morphism $\alpha : F \to L$ from a frame $F$ to a com-
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pletely distributive lattice \( L \) is an observation frame if and only if \( \alpha(F) \) is order generating \( L \). \( \square \)

Define the category of spatial observation frames \( \text{SOFr}_m \) to be the full subcategory of \( \text{OFrm} \) with as objects the observation frames \( \alpha : F \to L \) in which \( F \) is order generated by the set \( MP(\alpha) \) of M-prime elements.

The previous example shows that the functor \( \Omega \) maps every topological space to an object of \( \text{SOFr}_m \). We have already seen that the functor \( Pt \) maps every observation frame to an object of \( \text{Sp}_0 \). Moreover for every \( T_0 \) space \( X \) the unit of the adjunction is an isomorphism by Lemma 8.1.15. The following lemma gives a similar result for the counit.

**Lemma 8.1.18** Let \( \alpha : F \to L \) be an observation frame. The counit morphism \( \varepsilon \) from \( \alpha \) to \( \Omega(Pt(\alpha)) \) is an order isomorphism if and only if \( \alpha : F \to L \) is order generated by its M-primes (i.e. it is in \( \text{SOFr}_m \)).

**Proof. (only if)** Assume \( a \not\subseteq b \) for some \( a, b \in F \). Since \( \varepsilon \) is an order isomorphism (and hence order reflecting), \( \varepsilon(a) = \Delta(a) \not\subseteq \Delta(b) = \varepsilon(b) \). Hence, by definition of \( \Delta(-) \), there exists \( p \in MP(\alpha) \) such that \( a \not\subseteq p \) and \( b \leq p \). Thus, by Proposition 8.1.16, \( F \) is order generated by \( MP(\alpha) \).

**(if)** Define \( \varepsilon^{-1}(\Delta(a)) = \bigwedge (MP(\alpha) \setminus \Delta(a)) \) for every \( a \in F \). Then we have:

\[
\varepsilon^{-1}(\varepsilon(a)) = \varepsilon^{-1}(\Delta(a)) \\
= \bigwedge (MP(\alpha) \setminus \Delta(a)) \\
= \bigwedge (MP(\alpha) \setminus (MP(\alpha) \uparrow a)) \\
= \bigwedge (MP(\alpha) \cap \uparrow a) \\
= a.
\]

Therefore \( \varepsilon \) is injective. We have already seen in Lemma 8.1.13 that \( \varepsilon \) is onto, therefore \( \varepsilon \) is an isomorphism with inverse \( \varepsilon^{-1} \). It is also order reflecting because if \( a \not\subseteq b \) for \( a \) and \( b \) in \( F \), by Proposition 8.1.16, there is a \( p \in MP(\alpha) \) such that \( a \not\subseteq p \) and \( b \leq a \). Therefore \( \varepsilon(a) = \Delta(a) \not\subseteq \Delta(b) = \varepsilon(b) \). \( \square \)

Now our main result follows.

**Corollary 8.1.19** The adjunction between \( \text{Sp} \) and \( \text{OFrm}^{op} \) restricts to an equivalence of categories \( \text{Sp}_0 \cong \text{SOFr}_m^{op} \). Hence \( \text{Sp}_0 \) and \( \text{SOFr}_m \) are each other’s duals and the adjunction is Galois. \( \square \)
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Notice that if $\alpha : F \to L$ is an observation frame such that $F$ is order generated by the $M$-prime elements, then $\alpha$ is order-reflecting (and hence injective); by Lemma 8.1.18 there is an order isomorphism $\varepsilon$ from $\alpha$ to $\Omega(\text{Pt}(\alpha))$, and by Theorem 8.1.4 there exists a unique complete distributive lattice morphism $\tilde{\varepsilon} : L \to \mathcal{Q}(\text{MP}(\alpha))$ such that $\tilde{\varepsilon}(\alpha(a)) = \varepsilon(a)$ for all $a \in F$. Hence, for $a$ and $b$ in $F$, if $\alpha(a) \sqsubseteq \alpha(b)$ then, by monotonicity of $\tilde{\varepsilon}$,

$$\varepsilon(a) = \tilde{\varepsilon}(\alpha(a)) \sqsubseteq \tilde{\varepsilon}(\alpha(b)) = \varepsilon(b).$$

Since $\varepsilon$ is order-reflecting, $a \leq b$. From the monotonicity of $\alpha$ it follows that $a \leq b$ if and only $\alpha(a) \sqsubseteq \alpha(b)$.

8.2 M-topological systems

Topological systems were introduced by Vickers [192] in order to have a framework of which both topological spaces and (ordinary) frames are instances. In a topological system we have a set of subjects (points) and a set of predicates (opens) and a satisfaction relation matching the geometric propositional logic (the logic of finite observations). In this section we generalize these topological systems in order to obtain a satisfaction relation of propositional logic for observation frames (with both infinite conjunctions and disjunctions). Our interest in M-topological systems is justified since they clarify the connection between the infinitary operations of an observation frame $\alpha : F \to L$ (the arbitrary joins $\sqcap$ and the arbitrary meets $\sqcap$ living in $L$) and the points of $\alpha$.

**Definition 8.2.1** Let $X$ be a set, let $\alpha : F \to L$ be an observation frame, and let $\models \subseteq X \times L$ be a relation. Then $(X, \models, \alpha)$ is called an M-topological system if and only if $\models$ satisfies

$$x \models \sqcup S \iff \exists s \in S : x \models s$$
$$x \models \sqcap S \iff \forall s \in S : x \models s$$

for all subsets $S$ of $L$.

Directly from the above definition we can deduce that

(i) $x \models \top$ for all $x \in X$;
(ii) $x \models \bot$ for no $x \in X$;
(iii) \( x \models q_1 \) and \( q_1 \subseteq q_2 \) implies \( x \models q_2 \) for every \( q_1 \) and \( q_2 \) in \( F \).

Next we give the two main examples of M-topological systems. Let \( X \) be a topological space and define, for every \( x \in X \) and \( q \in \mathcal{Q}(X) \),

\[
x \models q \text{ if and only if } x \in q.
\]

Then \( \mathcal{T}(X) = (X, \models, \Omega(X)) \) is obviously an M-topological system.

Let \( \alpha : F \to L \) be an observation frame and define a relation \( \models \subseteq MP(\alpha) \times L \) by

\[
p \models q \text{ if and only if } \forall a \in F : q \subseteq \alpha(a) \Rightarrow a \not\leq p.
\]

Next we show that \( \mathcal{S}(\alpha) = (MP(\alpha), \models, \alpha) \) is an M-topological system. Let \( p \) be an M-prime element of \( \alpha \), \( q \in L \), \( \phi_p : F \to 2 \) is the morphism in \textbf{OFrm} corresponding to the M-prime element \( p \in F \) (Lemma 8.1.8) and let \( \tilde{\phi}_p : L \to 2 \) be the unique complete distributive lattice morphism such that \( \tilde{\phi}_p \circ \alpha = \phi_p \) (Theorem 8.1.4). We have

\[
p \models q \iff (\forall a \in F : q \subseteq \alpha(a) \Rightarrow a \not\leq p) \\
\iff (\forall a \in F : q \subseteq \alpha(a) \Rightarrow \phi_p(a) = \top) \quad [\text{Lemma 8.1.8}] \\
\iff \bigwedge \{ \phi_p(a) \mid q \subseteq \alpha(a) \} = \top \\
\iff \bigwedge \{ \tilde{\phi}_p(\alpha(a)) \mid q \subseteq \alpha(a) \} = \top \quad [\text{Theorem 8.1.4}] \\
\iff \tilde{\phi}_p(\bigcap \{ \alpha(a) \mid q \subseteq \alpha(a) \}) = \top \quad [\tilde{\phi}_p \text{ preserves meets}] \\
\iff \tilde{\phi}_p(q) = \top. \quad [q = \bigcap \{ \alpha(a) \mid q \subseteq \alpha(a) \}] 
\]

Since \( \tilde{\phi}_p \) preserves arbitrary joins and arbitrary meets, it is now easy to verify that \( \mathcal{S}(\alpha) \) is an M-topological system.

Next we organize M-topological systems in a category for which we introduce the following morphisms.

**Definition 8.2.2** Let \( \alpha : F \to L \) and \( \beta : G \to H \) be two observation frames, and \( D = (X, \models, \alpha) \) and \( E = (Y, \models, \beta) \) be two M-topological systems. A morphism from \( D \) to \( E \) consists of a pair \( (f, \phi) \) where \( f \) is a function from \( X \) to \( Y \) and \( \phi \) is a morphism from \( \beta \) to \( \alpha \) in \textbf{OFrm} such that, for every \( x \in X \) and \( a \in G \),

\[
x \models \alpha(\phi(a)) \text{ if and only if } f(x) \models \beta(a).
\]
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It is straightforward to check that composition of two morphisms defined as the usual element-wise composition is again a morphism. Hence M-topological systems together with these morphisms form a category to which we refer to as \textbf{MTS}.

For a continuous function \( f : X \to Y \) in \textbf{Sp}, the pair \( \mathcal{T}(f) = (f, \Omega(f)) \) is a morphism from \( \mathcal{T}(X) = (X, \models, \Omega(X)) \) to \( \mathcal{T}(Y) = (Y, \models, \Omega(Y)) \) in \textbf{MTS} because

\[
x \models \Omega(f)(o) \iff x \in \Omega(f)(o) \quad \text{[definition of \( \models \) in \( \mathcal{T}(X) \)]}
\[
\iff f(x) \in o \quad \text{[definition of \( \Omega(f) \)]}
\[
\iff f(x) \models o. \quad \text{[definition of \( \models \) in \( \mathcal{T}(Y) \)]}
\]

It is easy to check that \( \mathcal{T} \) is a functor from \textbf{Sp} to \textbf{MTS}.

Next we show that the adjunction of Theorem 8.1.14 can be split into two parts: one from topological spaces to M-topological systems and one from M-topological systems to observation frames. We start with the first adjunction.

Every M-topological system \( D = (X, \models, \alpha : F \to L) \) induces a topology on \( X \) by taking as open sets the \textit{extent} of all \( a \in F \):

\[
ext(a) = \{ x \in X \mid x \models \alpha(a) \}.
\]

By definition of \( \models \) and since \( \alpha \) preserves finite meets and arbitrary joins we have that the collection of all extents forms a topology on \( X \). We denote this topological space by \( \text{Sp}(D) \). Furthermore the assignment \( a \mapsto \text{ext}(a) \) is a morphism in \textbf{OFrm} from \( \alpha \) to \( \text{id}_{\mathcal{P}(X)} : \mathcal{P}(X) \to \mathcal{P}(X) \). Indeed, it is a frame morphism as the collection of all extents forms a topology and it is M-multiplicative because if \( \bigcap \alpha(S) \subseteq \bigcap \alpha(T) \) for subsets \( S \) and \( T \) of \( F \) then

\[
x \in \bigcap \text{ext}(S) \iff \forall s \in S: x \models \alpha(s) \quad \text{[definition of ext(-)]}
\[
\iff x \models \bigcap \alpha(S) \quad \text{[definition of \( \models \)]}
\[
\iff x \models \bigcap \alpha(T)
\[
\iff \forall t \in T: x \models \alpha(t) \quad \text{[definition of \( \models \)]}
\[
\iff x \in \bigcap \text{ext}(T). \quad \text{[definition of ext(-)]}
\]
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This shows also that the pair \((id_X, ext)\) is a morphism in \(\text{MTS}\) from \(\mathcal{T}(S_p(D))\) to \(D\).

**Theorem 8.2.3** Let \(D = (X, \vdash, \alpha : F \rightarrow L)\) be an \(M\)-topological system and let \(Y\) be a topological space such that there is a morphism \((f, \phi)\) in \(\text{MTS}\) from \(\mathcal{T}(Y)\) to \(D\). Then there exists a unique continuous function \(g : Y \rightarrow S_p(D)\) in \(\text{Sp}\) such that the following diagram commutes:

\[
\begin{array}{ccc}
D & \xrightarrow{(id_X, ext)} & \mathcal{T}(S_p(D)) \\
\downarrow{(f, \phi)} & & \downarrow{\mathcal{T}(g)} \\
\mathcal{T}(Y) & \rightarrow & \mathcal{T}(Y) \\
\end{array}
\]

This extends \(S_p\) to a functor from \(\text{MTS}\) to \(\text{Sp}\) which is a right adjoint of \(\mathcal{T}\).

**Proof.** Take \(g = f\). It is clearly continuous and the unique one such that \(\mathcal{T}(g)\) makes the diagram commute. \(\square\)

An \(M\)-topological system is called *spatial* if it is isomorphic in \(\text{MTS}\) to \(\mathcal{T}(X)\) for some topological space \(X\).

Next we give the second adjunction between \(M\)-topological systems and observation frames. There is an obvious forgetful functor \(\text{MTS} \rightarrow \text{OFrm}^\circ\) which maps every \(M\)-topological system \((X, \vdash, \alpha : F \rightarrow L)\) to \(\alpha\) and every morphism \((f, \phi)\) in \(\text{MTS}\) to the observation frame morphism \(\phi\).

**Lemma 8.2.4** Let \(D = (X, \vdash, \alpha : F \rightarrow L)\) be an \(M\)-topological system and \(p : X \rightarrow MP(\alpha)\) be a function which assigns to a concrete point \(x \in X\) the abstract point \(p(x) = \{a \in F \mid x \not\vdash \alpha(a)\}\). Then \(p(x)\) is an \(M\)-prime element of \(\alpha\) for every \(x \in X\) and the pair \((p, id_F)\) is a morphism in \(\text{MTS}\) from \(D\) to \(S(\alpha)\).

**Proof.** We first show that \(p(x)\) is \(M\)-prime. Let \(S \subseteq F\) be such that \(\bigcap \alpha(S) \subseteq \alpha(p(x))\). There must be an \(s \in S\) such that \(s \subseteq p(x)\), (or, equivalently, \(x \not\vdash \alpha(s)\)) because otherwise \(x \not\vdash \bigcap \alpha(S)\). Since \(\bigcap \alpha(S) \subseteq \alpha(p(x))\), \(x \vdash \alpha(p(x))\). But then \(x \vdash \alpha(\{a \in F \mid x \not\vdash \alpha(a)\}) = \bigcup \{a \in F \mid x \not\vdash \alpha(a)\}\). From the definition of \(\vdash\) this holds if and only if there exists \(a \in F\) such that \(x \not\vdash \alpha(a)\) and \(x \vdash \alpha(a)\). Contradiction.
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Consider now the pair \((p, \text{id}_F) : D \to \mathcal{S}(\alpha)\) where \(D = (X, \vdash, \alpha : F \to L)\). We show that it forms a morphism in \(\text{MTS}\). By the above it is enough to prove \(x \vdash \alpha(a)\) if and only if \(p(x) \vdash \alpha(a)\), where \(p(x) \vdash \alpha(a)\) means \(\alpha(a) \subseteq \alpha(b)\) implies \(b \not\leq p(x)\) for all \(b \in F\).

\(\Rightarrow\) Let \(b \in F\) be such that \(\alpha(a) \subseteq \alpha(b)\). Then \(b \not\leq p(x) = \bigvee\{c \in F \mid x \not\vdash \alpha(c)\}\) because otherwise \(x \vdash \alpha(a)\) and \(\alpha(a) \subseteq \alpha(b)\) implies \(x \vdash \alpha(b)\) and hence also \(x \vdash \alpha(p(x))\). But this leads us to the contradiction that there exists \(c \in F\) such that \(x \not\vdash \alpha(c)\) and \(x \vdash \alpha(c)\).

\(\Leftarrow\) If \(p(x) \vdash \alpha(a)\) then \(a \not\leq p(x) = \bigvee\{b \in F \mid x \not\vdash \alpha(b)\}\). Hence \(x \vdash \alpha(a)\) because otherwise \(a \in \{b \in F \mid x \not\vdash \alpha(b)\}\) and hence the contradiction \(a \leq p(x)\). \(\square\)

**Theorem 8.2.5** Let \(\alpha : F \to L\) be an observation frame and let \(D\) be an M-topological system \((Y, \vdash, \beta : G \to H)\) such that there is a morphism \(\phi\) from \(\alpha\) to \(\beta\) in \(\text{OFrm}\). Then there exists a unique function \(g : Y \to MP(\alpha)\) such that \((g, \phi)\) is a morphism in \(\text{MTS}\) from \(D\) to \(\mathcal{S}(\alpha)\).

**Proof.** Define \(g(y) = \bigvee\{b \in F \mid x \not\vdash \beta(\phi(b))\}\) for all \(y \in Y\). It is not hard to see that \(g(y)\) is an M-prime element of \(\alpha\). We only prove \(y \vdash \beta(\phi(a))\) if and only if \(g(y) \vdash \alpha(a)\) for all \(y \in Y\) and \(a \in F\).

\(\Rightarrow\) If \(y \vdash \beta(\phi(a))\) then also \(g(y) \vdash \alpha(a)\) because otherwise by definition of \(\vdash\) in \(\mathcal{S}(\alpha)\) there exists \(b \in F\) such that \(\alpha(a) \subseteq \alpha(b)\) and \(b \leq g(y) = \bigvee\{c \in F \mid y \not\vdash \beta(\phi(c))\}\). Hence, by M-multiplicativity of \(\phi\),

\[
\beta(\phi(a)) \subseteq \beta(\phi(b)) \\
\subseteq \beta(\phi(\bigvee\{c \in F \mid y \not\vdash \beta(\phi(c))\})) \\
= \bigcup\{\beta(\phi(c)) \mid y \not\vdash \beta(\phi(c))\}.
\]

But \(y \vdash \beta(\phi(a))\) and hence also \(y \vdash \bigcup\{\beta(\phi(c)) \mid y \not\vdash \beta(\phi(c))\}\). Therefore, by definition of \(\vdash\), we get the contradiction that there exists \(c \in F\) such that \(y \not\vdash \beta(\phi(c))\) and \(y \vdash \beta(\phi(c))\).

\(\Leftarrow\) If \(g(y) \vdash \alpha(a)\) then \(a \not\leq g(y) = \bigvee\{b \in F \mid x \not\vdash \beta(\phi(b))\}\) by definition of \(\vdash\) in \(\mathcal{S}(\alpha)\). But then \(y \vdash \beta(\phi(a))\) because otherwise \(a \in \{b \in F \mid x \not\vdash \beta(\phi(b))\}\) and hence \(a \leq \bigvee\{b \in F \mid x \not\vdash \beta(\phi(b))\}\) contradicting \(a \not\leq g(y)\).

Clearly \(g\) is the unique function with the required property. \(\square\)
As a consequence of the above theorem, the assignment $\alpha \mapsto S(\alpha)$ extends to a functor from $\text{OFrm}^{\text{op}}$ to $\text{MTS}$ which is a right adjoint of the forgetful functor $\text{MTS} \to \text{OFrm}^{\text{op}}$.

An M-topological system is called observational if it is isomorphic in $\text{MTS}$ to $S(\alpha)$ for some observation frame $\alpha : F \to L$. Clearly the full sub-category of spatial observational M-topological systems is equivalent to the category of $T_0$ topological spaces and is equivalent to the category of observation frames $\alpha : F \to L$ with $F$ order generated by the M-prime elements of $\alpha$. The following diagram summarizes the situation.

\[
\begin{aligned}
\text{Sp} & \xrightarrow{S_p} \text{MTS} & \xrightarrow{S} \text{OFrm}^{\text{op}} \\
\text{Sp}_0 & \simeq & \text{MTS}_M & \simeq & \text{SOFr}m^{\text{op}}
\end{aligned}
\]

Next we show that spatiality of an observational M-topological system corresponds to the completeness of the logic. To show this we need the definition of semantic entailment.

**Definition 8.2.6** For an observation frame $\alpha : F \to L$ define the relation of semantic entailment on $F$ as follows. For all elements $a$ and $b$ of $F$, $a \vdash_F b$ if and only if for every M-topological system $(X, \models, \alpha)$ and $x \in X$, $x \models \alpha(a)$ implies $x \models \alpha(b)$.

We also define the relation of semantic entailment on $L$ for all $q$ and $r$ in $L$ by putting $q \vdash_L r$ if and only if for every M-topological system $(X, \models, \alpha)$ and $x \in X$, $x \models q$ implies $x \models r$.

The next lemma states that for every observation frame $\alpha : F \to L$ the order on $F$ is contained in the entailment relation. This gives us the soundness for the logic of $F$. Similarly we have soundness for the logic of $L$.

**Lemma 8.2.7** (soundness) Let $\alpha : F \to L$ be an observation frame. Then

(i) $a \leq b$ implies $a \vdash_F b$ for all $a, b \in F$,

(ii) $q \sqsubseteq r$ implies $q \vdash_L r$ for all $q, r \in L$.

**Proof.** We prove only the first item. If $a \leq b$ for $a, b \in F$ then $\alpha(a) \sqsubseteq \alpha(b)$. Therefore, in every M-topological system $(X, \models, \alpha)$ if $x \models \alpha(a)$ then $x \models \alpha(b)$.
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Hence $a \vdash_F b$. The proof of the second item is equally simple. □

The entailment relation of $F$ and $L$ is included in the order of $F$, $L$ respectively, if and only if the observation frame $\alpha : F \to L$ is such that $F$ is order generated by the M-prime elements of $\alpha$.

**Lemma 8.2.8 (completeness)** Let $\alpha : F \to L$ be an observation frame. The following statements are equivalent.

(i) $F$ is order generated by the M-prime elements of $\alpha$;
(ii) $a \vdash_F b$ implies $a \leq b$ for all $a$ and $b$ in $F$;
(iii) $q \vdash_L r$ implies $q \sqsubseteq r$ for all $q$ and $r$ in $L$ and $\alpha$ is order-reflecting.

**Proof.** (i) ⇒ (ii). Suppose $F$ is order generated by the M-prime elements of $\alpha : F \to L$ and let $a \vdash_F b$ for some $a, b \in F$. Hence for all M-topological systems $(X, \models, \alpha)$ and $x \in X$ if $x \models \alpha(a)$ then $x \models \alpha(b)$. In particular consider the M-topological system $S(\alpha)$ and the isomorphism $(\text{id}_M, \varepsilon)$ in MTS from $S(\alpha)$ to $\mathcal{T}(Pt(\alpha))$. We have

\[
p \in \triangle(a) \iff p \models \varepsilon(a) \quad \text{[definition of $\models$ in $\mathcal{T}(Pt(\alpha))$]}
\]
\[
\iff p \models \varepsilon(a) \quad \text{[definition of $\varepsilon$]}
\]
\[
\iff p \models \alpha(a) \quad \text{[(id}_M, \varepsilon) \text{ is a morphism in MTS]}
\]
\[
\Rightarrow p \models \alpha(b) \quad \text{[because $a \vdash_F b$]}
\]
\[
\Rightarrow p \in \triangle(b).
\]

Hence $\varepsilon(a) = \triangle(a) \subseteq \triangle(b) = \varepsilon(b)$. But $\varepsilon$ is an order-preserving isomorphism by Lemma 8.1.18, therefore $a \leq b$.

(ii) ⇒ (i). We use the formulation of Proposition 8.1.16(iv). Let $a, b \in F$ be such that $a \not\leq b$. Then $a \not\vdash_F b$, that is, there exists an M-topological system $D = (X, \models, \alpha)$ and an $x \in X$ such that $x \models \alpha(a)$ but $x \not\models \alpha(b)$. Consider the morphism $(p, \text{id}_F)$ in MTS from $D$ to $S(\alpha)$. Then $x \models \alpha(a)$ if and only if $p(x) \models \alpha(a)$, where $p(x) \in MP(\alpha)$. Hence, by definition of $\models$ in $S(\alpha)$ we have found an M-prime element $p(x)$ such that $a \not\leq p(x)$ but $b \leq p(x)$. Therefore, by Proposition 8.1.16 we have that $F$ is order generated by $MP(\alpha)$.

(ii) ⇒ (iii). Suppose $a \vdash_F b$ implies $a \leq b$ for all $a, b \in F$ and let $q, r \in L$ be such that $q \vdash_L r$. Then for all M-topological systems $(X, \models, \alpha)$ and $x \in X$ we have that $x \models q$ implies $x \models r$. But $q = \bigcap \{ \alpha(a) \mid a \in F \& q \subseteq \alpha(a) \}$ and also $r = \bigcap \{ \alpha(b) \mid b \in F \& r \subseteq \alpha(b) \}$, hence, by definition of $\models$, $x \models \alpha(a)$ for all $a \in F$ such that $q \subseteq \alpha(a)$, implies $x \models \alpha(b)$ for all $b \in F$ such that
8.3 Some further equivalences

In this section we restrict our attention to sub-categories of \( \mathbf{Sp} \). We consider topological spaces which are not, in general, sober. For these spaces we give a duality by restricting the adjunction of Theorem 8.1.14. Of special interest is a duality for the category \( \mathbf{Poset} \). We derive a pointless version of the (directed) ideal completion of posets.

\( \mathcal{T}_1 \) spaces

An observation frame \( \alpha : F \to L \) will be called \emph{atomic} if for all M-prime elements \( p \) and \( q \) of \( \alpha \), if \( p \leq q \) then \( p = q \). The full sub-category of \( \mathbf{O Frm} \) whose objects are atomic observation frames is denoted by \( \mathbf{O Frm}_A \), whereas the full sub-category of \( \mathbf{SO Frm} \) whose objects are atomic observation frames is denoted by \( \mathbf{SO Frm}_A \).

**Lemma 8.3.1** The functors \( \Omega : \mathbf{Sp} \to \mathbf{O Frm}^{op} \) and \( Pt : \mathbf{O Frm}^{op} \to \mathbf{Sp} \) restrict to an adjunction between the category of \( \mathcal{T}_1 \) spaces \( \mathbf{Sp}_1 \) and the category of atomic observation frames \( \mathbf{O Frm}_A^{op} \). Hence we have a duality between \( \mathbf{Sp}_1 \) and \( \mathbf{SO Frm}_A \).

**Proof.** If a space \( X \) is \( \mathcal{T}_1 \) then the specialization preorder is the equality. Moreover, since every \( \mathcal{T}_1 \) space is \( \mathcal{T}_0 \), we have that points are M-prime elements \( o_x = \bigcup \{ o \in \mathcal{O}(X) \mid x \not\leq o \} \). Therefore, for every \( o_x \) and \( o_y \) in \( MP(\Omega(X)) \) of a given \( \mathcal{T}_1 \) space \( X \), if \( o_x \subseteq o_y \) then \( x \leq y \) and hence \( x = y \), i.e. \( o_x = o_y \).

Conversely, let \( \alpha : F \to L \) be an atomic observation frame and take \( p, q \in MP(\alpha) \) with \( p \neq q \). This implies \( p \not\leq q \) or \( q \not\leq p \). Suppose \( p \not\leq q \) then clearly \( q \) is in the open \( \Delta(p) = \{ r \in MP(\alpha) \mid p \not\leq r \} \) but \( p \) is not. The other case
can be treated similarly. Hence \( P_\alpha \) is a \( T_1 \) space. \( \Box \)

Notice that for an atomic observation frame \( \alpha : F \to L \) with \( F \) order generated by the M-prime elements, there can be no element different from the \( \top \) which is above some other M-prime element. This means that the M-prime elements of \( \alpha \) are exactly the co-atoms of \( F \) (that is, maximal elements which differ from the top).

**Locally open compact spaces**

Denote by \( \text{OKSp}_0 \) the full sub-category of \( \text{Sp}_0 \) whose objects are locally open compact spaces. Let \( \text{SO Frm}_{\text{Alg}} \) denote the full sub-category of \( \text{SO Frm} \) whose objects are observation frames \( \alpha : F \to L \) such that \( F \) is an algebraic lattice.

**Lemma 8.3.2** The functors \( \Omega : \text{Sp} \to \text{OF rm}^{\text{op}} \) and \( P_\alpha : \text{OF rm}^{\text{op}} \to \text{Sp} \) restrict to a duality between \( \text{OKSp}_0 \) and \( \text{SO Frm}_{\text{Alg}} \).

**Proof.** It is enough to prove that a space \( X \) is open compact if and only if \( \mathcal{O}(X) \) is an algebraic complete lattice. Let \( X \) be an open compact space and let \( o \in \mathcal{O}(X) \). For every \( x \in o \), since \( X \) is open compact, there exists a compact open \( u \) such that \( x \in u \subseteq o \). Hence \( o \subseteq \bigcup \{ u \in \mathcal{K}\mathcal{O}(X) \mid u \subseteq o \} \). The reverse inclusion is clear, and hence \( \mathcal{O}(X) \) is algebraic.

Conversely, if \( \mathcal{O}(X) \) is algebraic then for every open set \( o \) we have \( o = \bigcup \{ u \in \mathcal{K}\mathcal{O}(X) \mid u \subseteq o \} \). Hence for every \( x \in X \), if \( x \in o \) then there exists a compact open \( u \in \mathcal{K}\mathcal{O}(X) \) such that \( x \in u \subseteq o \), that is, \( X \) is open compact. \( \Box \)

**Posets and complete lattices**

Let \( \text{AlSp}_0 \) denote the full sub-category of \( \text{Sp} \) whose objects are \( T_0 \) spaces \( X \) in which open sets are closed under arbitrary intersection (i.e. they form the Alexandrov topology). The full and faithful functor from the category \( \text{PoSet} \) (posets and monotone functions) to \( \text{Sp}_0 \) which maps a poset \( (X, \leq) \) to the underlying set \( X \) equipped with the Alexandrov topology, determines an equivalence of categories between \( \text{PoSet} \) and \( \text{AlSp}_0 \).
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Lemma 8.3.3 The functors $\Omega : \text{Sp} \to \text{OFrm}^{\text{op}}$ and $\text{Pt} : \text{OFrm}^{\text{op}} \to \text{Sp}$ restrict to an equivalence between $\text{AlSp}_0$ and $\Lambda \text{-SOFrm}^{\text{op}}$, the full sub-category of $\text{SOFrm}^{\text{op}}$ whose objects are observation frames $\alpha : F \to L$ for which $\alpha$ preserves arbitrary meets and $F$ is order generated by the $M$-prime elements of $\alpha$.

Proof. It is enough to prove for every $\alpha : F \to L$ in $\Lambda \text{-SOFrm}$ that $\bigcap \Delta(A) = \Delta(\bigwedge A)$ for every $A \subseteq F$.

\[
p \in \bigcap \{\Delta(a) \mid a \in A\} \iff p \in MP(\alpha) \text{ and } \forall a \in A : a \nleq p \iff p \in MP(\alpha) \text{ and } \bigwedge A \nleq p \iff p \in \Delta(\bigwedge A)
\]

where the implication ($\iff$) is trivial and for ($\Rightarrow$) we use that $p \in MP(\alpha)$ and the following contradiction: if $\bigwedge A \leq p$ then also $\alpha(\bigwedge A) = \bigcap \alpha(A) \subseteq \alpha(p)$ and hence $a \leq p$ for some $a \in A$. \square

Let now $\text{CLat}$ be the category whose objects are complete lattices and whose morphisms are functions preserving arbitrary joins and arbitrary meets. Given a complete lattice $L$, an element $p \in L$ is called completely prime if $\bigwedge A \leq p$ for $A \subseteq L$ implies there exists $a \in A$ such that $a \leq p$.

Lemma 8.3.4 The category $\Lambda \text{-SOFrm}$ is equivalent to $\text{SCDL}$, the full sub-category of $\text{CLat}$ whose objects are completely distributive lattices order generated by the completely prime elements.

Proof. Let $\alpha : F \to L$ in $\Lambda \text{-SOFrm}$. Then $\alpha$ is order-reflecting, preserving arbitrary meets and arbitrary joins. Since every element of $L$ is the meet of elements of $\alpha(F)$, $\alpha$ is an isomorphism between the complete lattices $F$ and $L$. Therefore $F$ is a completely distributive lattice. It is not hard to see that a morphism in $\Lambda \text{-SOFrm}$ between two observation frames preserves arbitrary meets and arbitrary joins.

Conversely, if $L$ is a completely distributive lattice order generated by its completely prime elements, then $\text{id}_L : L \to L$ is clearly an object in $\Lambda \text{-SOFrm}$. Moreover, every morphism between completely distributive lattices is a morphism between the corresponding observation frames. Since the two constructions are each other’s inverse, we obtain the required equivalence of cate-
gories. □

Since complete rings of sets are closed under arbitrary unions and intersections, they are in one-to-one correspondence with posets taken with the Alexandrov topology. By combining Lemma 8.3.3 and Lemma 8.3.4 it follows that a complete lattice $L$ is isomorphic with a complete ring of sets if and only if every element of $L$ is the meet of a set of completely prime elements. A very similar result is due to Raney [164]: A complete lattice $L$ is isomorphic to a complete ring of sets if and only if every element of $L$ is the join of a set of completely join-irreducible elements (an element $x \in L$ is called completely join-irreducible if for every $S \subseteq L$ such that $x \leq \vee S$ there exists $y \in S$ such that $x \leq y$).

The above result suggests that we can give a sharper representation theorem for the category $\textbf{PoSet}$ in terms of algebraic completely distributive lattices.

**Corollary 8.3.5** The category $\textbf{PoSet}$ is dual to the category $\textbf{AlgCDL}$ (the full sub-category of CDL whose objects are algebraic completely distributive lattices). This duality is given by the functor $\mathcal{O}_{\text{Al}}(-) : \textbf{PoSet} \to \textbf{AlgCDL}^{\text{op}}$ which assigns to a poset its Alexandrov topology and by $\text{MP}(-)$ which assigns to every algebraic completely distributive lattice $L$ the set of all its completely prime elements ordered as in $L^{\text{op}}$ (the specialization order induced by the topological space $Pt(id_L : L \to L)$).

**Proof.** Every poset $X$ in the Alexandrov topology is an open compact space. Hence by Lemma 8.3.2 and Lemma 8.3.4 we have that every complete lattice $L$ which is order generated by its M-prime elements is an algebraic complete lattice. Since the Alexandrov topology is a complete ring of sets, it is also a completely distributive lattice. Therefore $\mathcal{O}_{\text{Al}}(X)$ is an algebraic completely distributive lattice.

Conversely, it is enough to prove that every algebraic completely distributive lattice $L$ is order generated by its completely prime elements. We begin by showing, using Lemma 8.1.16, that $L$ is order generated by its completely irreducible elements, where $p \in L$ is called completely irreducible if for all $S \subseteq L$ such that $p = \wedge S$ there exists $s \in S$ such that $p = s$ (notice that if $p$ is completely prime then $p$ is completely irreducible, but the converse, in general, is not true). Let $x,y \in L$ such that $x \not\leq y$. Since $L$ is algebraic by [77][Theorem 4.22, page 93] there exists a completely irreducible element $p \in L$ such that $x \leq p$ but $y \not\leq p$. We need to prove now that $p$ is completely
prime. Let \( S \subseteq L \) be such that \( p \leq \land S \). Then \( p \lor \land S = p \) and hence by complete distributivity of \( L \) we obtain \( \land \{ p \lor s \mid s \in S \} = p \). Since \( p \) is completely irreducible there exists \( s \in S \) such that \( p \lor s = p \), that is \( s \leq p \). Therefore \( p \) is completely prime and by Lemma 8.1.16 we have that \( L \) is order generated by its completely prime elements. \( \square \)

By combining the above result with Lemma 8.3.1 we obtain that the category of sets \( \textbf{Set} \) is dual to the category of atomic algebraic completely distributive lattices.

In [77,4] it is shown that the category \( \textbf{AlgCDF} \) of algebraic completely distributive frames with frame morphisms is dual to the category \( \textbf{AlgPos} \) of algebraic dcpo’s and Scott continuous functions. This duality is given by the functor \( O_{sc}(-) : \textbf{AlgPos} \to \textbf{AlgCDF}^{op} \) which assigns to every algebraic dcpo its Scott topology and by \( \text{Spec}(-) \) which assigns to every algebraic completely distributive frame \( F \) the set of all its prime elements \( \text{Spec}(F) \) with the inherited opposite order. Notice that the categories \( \textbf{AlgCDF} \) and \( \textbf{AlgCDL} \) differ only in the morphisms: they preserve finite meets and arbitrary joins in the first category and both arbitrary meets and joins in the second one. Hence, we have an inclusion functor \( i : \textbf{AlgCDL} \hookrightarrow \textbf{AlgCDF} \).

Next we give the pointless version of a result by Hofmann [106]: the soberification of a poset in its Alexandrov topology equals the ideal completion in its Scott topology. Alternatively we can see it as the ideal completion of a poset without considering points and even without considering ideals but working only on the lattice-side of the duality. The function which maps every poset \( P \) to the set of its directed ideals \( \text{Idl}(P) \) ordered by subset inclusion, extends to a functor \( \text{Idl}(-) : \textbf{PoSet} \to \textbf{AlgPos} \) which is a left adjoint of the forgetful functor \( U : \textbf{AlgPos} \to \textbf{PoSet} \) (see for example [160]).

**Lemma 8.3.6** The inclusion functor \( i : \textbf{AlgCDL} \hookrightarrow \textbf{AlgCDF} \) has a left adjoint \( j \) that is given by assigning to every algebraic complete lattice \( L \) the Alexandrov topology of the set of all prime elements \( \text{Spec}(L) \) (with the opposite of the inherited order). Moreover the two rounded squares below commute.

\[
\begin{array}{ccc}
\text{PoSet} & \simeq & \text{AlgCDF}^{op} \\
\text{AlgPos} & \simeq & \text{AlgCDL}^{op} \\
\end{array}
\]

\[
\text{Idl}(U) \leftarrow i^{op} \leftarrow j^{op}
\]

224
Chapter 8. Topological spaces and observation frames

**Proof.** Let us first notice that the inclusion functor $i^\text{op}$ is naturally isomorphic to the functor given by the composition $\mathcal{O}_{\text{Sc}} \circ \text{Idl} \circ \text{MP}(-)$. Indeed for every algebraic complete lattice $L$ we have $\mathcal{O}_{\text{Sc}}(\text{Idl}(\text{MP}(L))) \cong \mathcal{O}_{\text{Al}}(\text{MP}(L)) \cong L = i^\text{op}(L)$, where the latter isomorphism holds by Corollary 8.3.5. Naturality follows from the fact that the functor $\text{Idl}: \text{PoSet} \to \text{AlgPos}$ is faithful.

Since the functor $\mathcal{O}_{\text{Sc}} \circ \text{Idl} \circ \text{MP}(-)$ has a right adjoint, namely $\mathcal{O}_{\text{Al}} \circ U \circ \text{Spec}(-) = \mathcal{O}_{\text{Al}} \circ \text{Spec}(-) = j^\text{op}(-)$, we have that $j^\text{op}(-)$ is also a right adjoint of $i^\text{op}(-)$. Therefore $j: \text{AlgCDF} \to \text{AlgCDL}$ is a left adjoint of $i(-)$. Commutativity of the diagram is immediate from the definition of $j(-)$. □

The above implies that the completely distributive lattice of the Alexandrov opens of a dcpo $X$ is free over the frame of the Scott opens of $X$. In the next chapter we will generalize the above results to sober spaces.

### 8.4 Concluding notes

In this chapter we studied topological spaces in terms of the inclusion of the lattice of open sets into the lattice of saturated sets. Our representation theorem differs significantly from previous representation theorems of (some) topological spaces in algebraic terms because observation frames are not algebras in the traditional sense. However, in the next chapter we will prove that observation frames are also algebraic structures, even if they are not set-based.

Our work on observations frames is strictly related to the work of Jónsson and Tarski on Boolean algebras [116,117]. In particular we generalize the notion of perfect extension of a Boolean algebra to that of observation frame (a completely distributive lattice which ‘perfectly extends’ a frame). Both the extension theorems for Boolean algebras and for Boolean algebras with operators in [116] are generalized to frames (in Theorem 9.1.5 and Theorem 8.1.4, respectively).

Our main application for the theory we developed so far is that it can be used to extend a finitary logic based on a topological model to an infinitary one without changing the model. We will treat an example of such an extension in Chapter 10.

Further research is needed to describe limits, colimits, monos, and epis in the category of observation frames. A related question is whether the category of
observation frames is any good for doing some form of pointless topology, as in the category of frames [114].

Finally, we mention one more point which needs to be exploited further: it is possible to find an algebraic representation of general (non-sober) directed complete partial orders with the Scott topology. In fact the category of dcpo’s is fully and faithfully embedded into $\mathbf{Sp}_0$, and hence into some full sub-category of $\mathbf{OFrm}$.
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Frames and observation frames

Traditionally, topological spaces are studied in an abstract way by considering the lattice of open sets. In this case, it is convenient to regard open sets as elements of a frame. Frames are infinitary algebras which can be presented by a set together with a proper class of operations (finite meets and arbitrary joins) which satisfy some suitable axioms. In particular finite meets distribute over infinite joins. For any set $X$ the free frame over $X$ exists, and every frame $F$ can be presented as the free frame over a set of generators modulo some (proper class of) equations. The category of frames is of interest because it is the ‘right’ place to do pointless topology [114]. Indeed, the (opposite of the) category of frames is related by an adjunction to the category of topological spaces. In particular, a full sub-category of frames is dual to the category of sober topological spaces [112].

In this chapter we continue our study of topological spaces as functions mapping the lattice of open sets into the lattice of saturated sets. We relate these two abstract approaches to topology by constructing the free observation frame over a given frame. Abstract points are preserved in constructing the free observation frame. As a consequence we obtain a characterization of sober spaces in terms of its lattice of saturated sets, which will be the key mathematical tool in the next chapter in which we give a conservative extension of Abramsky’s finitary domain logic of transition systems [2] to an infinitary domain logic. We also study the relationship between ordinary filters and M-filters.

Observation frames are also shown to be (categorical) algebras over onto functions between two sets, that is, the forgetful functor from the category of
observation frames to the category of onto functions between sets (with the evident commutative squares as morphisms) is monadic. Using results on the presentation of frames and of completely distributive lattices, a universal presentation of observation frames is given.

9.1 Two infinitary algebraic theories

In this section we investigate frames and completely distributive lattices as infinitary algebras. We show that for the theory of frames, as well as for the theory of completely distributive lattices, every presentation always presents an algebra.

Presenting frames

The algebraic theory of frames has a proper class of operators, \( \Lambda_I \) (the \( I \)-ary meet for each finite set \( I \)) and \( \lor_J \) (the \( J \)-ary join for each set \( J \)), and a proper class of equations:

(i) \( x \land y = y \land x \) (commutativity)
(ii) \( x \land (y \land z) = (x \land y) \land z \) (associativity)
(iii) \( x \land x = x \) (idempotency)
(iv) \( x \land \top = x \) (unit)
(v) \( x_k \land \lor \{x_j \mid j \in J \} = x_k \) for \( k \in J \) (join absorption)
(vi) \( x \land \lor \{x_j \mid j \in J \} = \lor \{x \land x_j \mid j \in J \} \) (infinite distributivity)

where \( \land \) is the binary meet and \( \top \) is the 0-ary meet. The category of algebras of the above algebraic theory is equivalent to the category \( \mathbf{Frm} \).

First we construct the free frame over a set \( X \). Let \( Fr(X) \) denote the set of all lower-closed subsets of \( (\mathcal{P}_{fin}(X), \supseteq) \) ordered by subset inclusion, where \( \mathcal{P}_{fin}(X) \) is the collection of all finite subsets of \( X \). The poset \( Fr(X) \) is a complete lattice with arbitrary intersections as arbitrary joins and finite unions as finite meets. Hence the equations (i) - (v) hold. Because \( Fr(X) \) is a sub-lattice of \( \mathcal{P}(\mathcal{P}_{fin}(X)) \), the infinite distributivity law (vi) also holds.

The set \( X \) can be embedded into the frame \( Fr(X) \) by the map \( \eta_X : X \to Fr(X) \) defined, for every every \( x \in X \), by

228
Chapter 9. Frames and observation frames

\[ \eta_X(x) = \{ A \subseteq \text{fin} X \mid x \in A \}. \]

The above construction is universal in the following sense.

**Theorem 9.1.1** Let \( X \) be a set and \( F \) be an arbitrary frame. For any function \( f : X \to F \) there exists a unique frame morphism \( f^\sharp : \text{Fr}(X) \to F \) such that \( f^\sharp \circ \eta_X = f \).

\[
\begin{array}{ccc}
X & \xrightarrow{\eta_X} & \text{Fr}(X) \\
\downarrow f & & \downarrow f^\sharp \\
F & & F \\
\end{array}
\]

**Proof.** For every element \( I \) of \( \text{Fr}(X) \), it holds that

\[ I = \bigcup \{ \eta_X(x) \mid x \in A \} \mid A \in I \}. \]

Since \( f^\sharp : \text{Fr}(X) \to F \) must preserve arbitrary joins and finite meets, and \( f^\sharp \circ \eta_X = f \), its only possible definition is given, for \( I \in \text{Fr}(X) \), by

\[ f^\sharp(I) = \bigvee_{A \in I} \bigwedge_{x \in A} f(x). \]

The function \( f^\sharp \) preserves all joins and all finite meets [112, Lemma 4.4 and Theorem 1.2]. \( \square \)

By Proposition 2.1.1 it follows that the assignment \( X \mapsto \text{Fr}(X) \) can be extended to a functor \( \text{Fr} : \text{Set} \to \text{Frm} \) which is a left adjoint to the forgetful functor \( \text{Frm} \to \text{Set} \). By Proposition 2.1.3, \( \text{Frm} \) has all small limits and all small colimits.

Next we come to the presentation of frames. For a set \( G \) of generators, an expression \( e \) formed from generators in \( G \) by applying the frame operators is said to be in frame-normal form if

\[ e = \bigvee_I \bigwedge_J g_{i,j}, \tag{9.1} \]

for some set \( I \), finite set \( J \) and \( g_{i,j} \in G \). An expression formed from elements of \( G \) by applying the frame operators can always be reduced to an equivalent
expression in frame normal form using the equations of the algebra of frames.

**Corollary 9.1.2** In the theory of frames, any presentation $\text{Fr}(G \mid R)$ by a set of generators $G$ and a set of relations $R$ presents a frame.

**Proof.** Construct the free frame $\text{Fr}(G)$ and assume, without loss of generality, that every expression in the relations of $R$ is in frame normal form. There are two functions $f_i, f_r : R \rightarrow \text{Fr}(G)$ defined by

$$f_i(\langle e_i, e_r \rangle) = \bigcup_i \bigcap_j \eta_G(g_{i,j})$$

for $e_i = \bigcap_i \bigcup_j g_{i,j}$, and similarly for $f_r$. By Theorem 9.1.1 we can extend the above functions to the frame morphisms $f_i, f_r : \text{Fr}(R) \rightarrow \text{Fr}(G)$. Let $F$ be the coequalizer in $\text{Frm}$ of this diagram and let $h : \text{Fr}(G) \rightarrow F$ be the canonical frame morphism associated with this colimit. The frame $F$ together with the function $h \circ \eta_G : G \rightarrow F$ is a model for the presentation, and by universality of the construction, $F$ presents $\text{Fr}(G \mid R)$. □

Also the converse of the above corollary holds: every frame $F$ has a presentation. For each $x \in F$, let $\widehat{x}$ be a generator, and take as relations

$$\langle \bigcap_{x \in S} \widehat{x}, \bigcap_{x \in S} x \rangle \text{ for every finite subset } S \text{ of } F$$

$$\langle \bigvee_{x \in S} \widehat{x}, \bigvee_{x \in S} x \rangle \text{ for every subset } S \text{ of } F.$$

Notice that for each frame we use only set-many relations.

**Presenting completely distributive lattices**

Next we turn to the theory of completely distributive lattices. It has a proper class of operators, $\bigcap_I$ (the $I$-ary meet for each set $I$) and $\bigvee_J$ (the $J$-ary join for each set $J$), and a proper class of equations:

(i) $x \cap y = y \cap x$ \hspace{1cm} (commutativity)
(ii) $x \cap (y \cap z) = (x \cap y) \cap z$ \hspace{1cm} (associativity)
(iii) $x \cap x = x$ \hspace{1cm} (idempotency)
(iv) $x \cap \top = x$ (unit)
(v) $x \cap \bigcap \{x_i \mid i \in I\} = \bigcap \{x \cap x_i \mid i \in I\}$ (meet absorption)
(vi) $x_k \cap \bigcup \{x_j \mid j \in J\} = x_k$ for $k \in J$ (join absorption)
(vii) \[
\bigcap \{\bigcup \{x_{i,j} \mid j \in J_i\} \mid i \in I\} =
\bigcup \{\bigcap \{f(i) \mid i \in I\} \mid f \in \Phi(I)\}
\] (complete distributivity)

where $\cap$ is the binary meet, $\top$ is the 0-ary meet, and $I = \{x_{i,j} \mid j \in J_i \mid i \in I\}$. Recall, from Section 2.2 that $\Phi(I)$ denotes the set of all functions $f : I \to \bigcup I$ with $f(i)$ in the set $\{x_{i,j} \mid j \in J_i\}$ for all $i \in I$. From the above equations it follows that every completely distributive lattice is also a frame.

The category of algebras of the above theory is equivalent to the category $\mathbf{CDL}$ of completely distributive lattices together with functions preserving arbitrary meets and arbitrary joins.

As before, we begin by constructing the free completely distributive lattice over a set. The construction we present is similar to the free frame construction and differs only slightly from the construction presented (without proof) in [139]. Recall from Definition 4.3.1 that for a set $X$, $\mathbf{CDL}(X)$ denotes the collection of all lower-closed subsets of the poset $(\mathcal{P}(X), \subseteq)$ ordered by subset inclusion. Since $\mathbf{CDL}(X)$ is closed under arbitrary unions and arbitrary intersections, it is a complete sub-lattice of $\mathcal{P}(\mathcal{P}(X))$. Hence $\mathbf{CDL}(X)$ is a completely distributive lattice.

The set $X$ can be mapped into $\mathbf{CDL}(X)$ by the function $\theta_X : X \to \mathbf{CDL}(X)$ defined by

$$\theta_X(x) = \{A \subseteq X \mid x \in A\},$$

for every $x \in X$. The above construction is universal.

**Theorem 9.1.3** Let $X$ be a set and $L$ be a completely distributive lattice. For any function $f : X \to L$ there exists a unique morphism $f^\dagger : \mathbf{CDL}(X) \to L$ in $\mathbf{CDL}$ such that $f^\dagger \circ \theta_X = f$.

\[X \xrightarrow{\theta_X} \mathbf{CDL}(X) \xrightarrow{f^\dagger} L\]
\textbf{Proof.} For every element \( J \) in \( CDL(X) \), it holds
\[
J = \bigcup \{ \bigcap \{ \theta_X(x) \mid x \in A \} \mid A \in J \}.
\]

Since \( f^\dagger : CDL(X) \to L \) preserves arbitrary joins and arbitrary meets, and \( f^\dagger \circ \theta_X = f \), its only possible definition is given, for \( J \in CDL(X) \), by
\[
f^\dagger(J) = \bigcup \{ \bigcap \{ f(x) \mid x \in A \} \mid A \in J \}.
\]

From the form of the above definition it follows that \( f^\dagger \) preserves arbitrary joins. So it remains to prove that \( f^\dagger \) preserves all meets. Let \( J_i \in CDL(X) \) for all \( i \) in an arbitrary set \( I \), and let \( \phi : \mathcal{P}(X) \to L \) be the function mapping every subset \( A \) of \( X \) to \( \bigcap \{ f(x) \mid x \in A \} \). It is not hard to see that \( \phi \) preserves arbitrary meets. Moreover \( f^\dagger(J) = \bigcup \{ \phi(A) \mid A \in J \} \). We have
\[
\bigcap \{ f^\dagger(J_i) \mid i \in I \} = \bigcap \bigcup \{ \phi(A) \mid A \in J_i \} \mid i \in I \}
\]
\[
= \bigcup \bigcap \{ \phi(g(i)) \mid i \in I \} \mid g \in \Phi(I) \} \quad \text{[complete distributivity]}
\]
\[
= \bigcup \{ \phi(\bigcap \{ g(i) \mid i \in I \}) \mid g \in \Phi(I) \} \quad \text{[\( \phi \) preserves meets]}
\]
\[
= \bigcup \{ \phi(A) \mid A \in \bigcap \{ J_i \mid i \in I \} \} \quad \text{[all \( J_i \)'s are lower sets]}
\]
\[
f^\dagger \big( \bigcap \{ J_i \mid i \in I \} \big),
\]

where \( \Phi(I) \) is the set of all functions \( g : I \to \bigcup J_i \) such that \( g(i) \in J_i \). \( \Box \)

By Proposition 2.1.1 the assignment \( X \mapsto CDL(X) \) can be extended to a functor \( CDL : \text{Set} \to CDL \) which is a left adjoint to the forgetful functor \( CDL \to \text{Set} \). Moreover, by Proposition 2.1.3, \( CDL \) has all small limits and all small colimits.

For a set \( G \) of generators, an expression \( e \) formed from generators in \( G \) by applying the operators of the theory of completely distributive lattices is said to be in \( cdl\)-normal form if
\[
e = \bigcup \bigcap_{i,j} g_{i,j}, \tag{9.2}
\]

for some sets \( I \) and \( J \), and generators \( g_{i,j} \in G \). Every expression formed from elements of \( G \) by applying the operators of the theory of completely
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distributive lattices can always be reduced to an equivalent expression in cdl-normal form by using the equations of the algebra of frames and the dual completely distributive law as given in Section 2.2.

Corollary 9.1.4 In the theory of completely distributive lattices, any presentation CDL\langle G \mid R \rangle by a set of generators G and a set of relations R presents a completely distributive lattice.

Proof. Similar to that of Corollary 9.1.2. □

As for the case of frames, also the converse of the above corollary holds: every completely distributive lattice \( L \) has a presentation. For each \( x \) in \( L \), let \( \hat{x} \) be a generator, and take as relations

\[
\langle \bigcap_{x \in S} \hat{x}, \bigcap_{x \in S} x \rangle \text{ for every subset } S \text{ of } L
\]

\[
\langle \bigcup_{x \in S} \hat{x}, \bigcup_{x \in S} x \rangle \text{ for every subset } S \text{ of } L.
\]

Notice that also for completely distributive lattices we use set-many relations.

We conclude this section by constructing the free completely distributive lattice over a frame, using the results on the presentation of frames and completely distributive lattices.

Theorem 9.1.5 The forgetful functor CDL \rightarrow Frm has a left adjoint denoted by \( (\cdot) : Frm \rightarrow CDL \). Moreover, for every frame \( F \), the unit of the adjunction, \( \zeta_F : F \rightarrow F \) defines an observation frame.

Proof. Let \( F \) be a frame presented by \( Fr \langle G \mid R \rangle \) and let \( [-]_G^F : G \rightarrow F \) be its associated function. Say \( \bar{F} \) is the completely distributive lattice which presents \( CDL\langle G \mid R \rangle \) (notice that we have used the same generators and relations as in the frame presentation of \( F \)). Because \( \bar{F} \) is a model for \( CDL\langle G \mid R \rangle \), it comes equipped with a canonical function \( [-]_G^\bar{F} : G \rightarrow \bar{F} \). Since \( \bar{F} \) is also a frame and, by construction a model for \( Fr \langle G \mid R \rangle \), Corollary 9.1.2 gives us a unique frame morphism \( \zeta_F : F \rightarrow \bar{F} \) such that \( \zeta_F([g]_G^F) = [g]_G^\bar{F} \) for all generators \( g \) in \( G \), i.e. \( \zeta_F \) maps each generator of \( F \) to the corresponding generator of \( \bar{F} \). The morphism \( \zeta_F \) is the unit of the adjunction between the category of frames and that of the completely distributive lattices.
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Moreover, for every other completely distributive lattice $L$, if $f : F \to L$ is a frame morphism then $L$ together with the function $f \circ [-]_G^F : G \to L$ is a model of $Fr\langle G \mid R \rangle$ and also of $CDL\langle G \mid R \rangle$ (only finite meets are present in the relations of $R$). By Corollary 9.1.4, there exists a unique morphism $h : \bar{F} \to L$ in $CDL$ such that $h([g]_G^F) = f([g]_G^F)$ for all generators $g \in G$. Since $[-]_G^F = \zeta_F([-]_G^F)$, $f$ and $\zeta_F$ are frame morphisms, and every element in $F$ is the join of finite meets of elements in $[G]_G^F$, we have that $h : \bar{F} \to L$ is the unique morphism in $CDL$ such that $h \circ \zeta_F = f$. Thus, by Proposition 2.1.1, the first statement of the theorem follows.

Next we prove that the frame morphism $\zeta_F : F \to \bar{F}$ mapping each generator of $F$ to the corresponding generator of $\bar{F}$, defines an observation frame. By construction, each element in $\bar{F}$ is the join of the meets of elements in $[G]_G^F$. Using the dual of the complete distributive law (which holds for every completely distributive lattice [164]) we obtain that, for every element $x \in \bar{F}$,

$$x = \bigcap_I \bigcup_J [g_{i,j}]_G^F$$

for some sets $I$ and $J$, and generators $g_{i,j}$ of $F$. But $[g_{i,j}]_G^F = \zeta_F([g_{i,j}]_G^F)$, the unit $\zeta_F$ preserves arbitrary joins, and for all $i \in I$, $\bigvee_J [g_{i,j}]_G^F$ is an element in $F$. Hence every element in $\bar{F}$ is the meet of elements in $\zeta_F(F)$, that is, by Proposition 8.1.16, $\zeta_F(F)$ is order generating $\bar{F}$. By applying Corollary 8.1.17 we conclude that $\zeta_F : F \to \bar{F}$ is an observation frame. □

Free objects are unique up to isomorphism, and hence the above theorem implies that $Fr\bar{X}$ is isomorphic in the category $CDL$ to $CDL(X)$ for every set $X$. But $\zeta_{Fr\bar{X}} : Fr\bar{X} \to Fr\bar{X}$ is an observation frame, hence also the unique frame morphism $\theta^X : Fr(X) \to CDL(X)$ such that $\theta^X \circ \eta_X = \theta_X$ (given in Theorem 9.1.1) defines an observation frame.

### 9.2 Observation frames as algebras

Using the results of the previous section, we are now in a position to view observation frames as algebras. Since an observation frame is a function between two ordinary algebras (frames and completely distributive lattices, respectively), we expect it to be an algebra over a function between sets.
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Let $f : X \to Y$ be a function in Set. By Theorem 9.1.1 and because every completely distributive lattice is a frame there exists a unique frame morphism $(\theta_Y \circ f)^\sharp : Fr(X) \to CDL(Y)$ such that $(\theta_Y \circ f)^\sharp \circ \eta_X = \theta_Y \circ f$. Let $f^\circ$ denote $(\theta_Y \circ f)^\sharp$. Using the definition of $\theta_Y$ and Theorem 9.1.1, $f^\circ : Fr(X) \to CDL(Y)$ can be characterized directly, for all $I \in Fr(X)$, by

$$f^\circ (I) = \bigcup_{A \in I} \cap \{ B \subseteq Y \mid f(x) \in B \}. \quad (9.3)$$

In general, $f^\circ : Fr(X) \to CDL(Y)$ will not be an observation frame, as can be seen by taking, for example, $f$ to be the inclusion of a one-element set $X$ into a two-element set $Y$. The following lemma gives a necessary condition on $f : X \to Y$ in order that $f^\circ : Fr(X) \to CDL(Y)$ be an observation frame.

**Lemma 9.2.1** Let $f : X \to Y$ be a function between two sets $X$ and $Y$. If $f$ is onto then the function $f^\circ : Fr(X) \to CDL(Y)$ is an observation frame.

**Proof.** Because $f^\circ$ is a frame morphism, we only need that every element in $CDL(Y)$ is the intersection of elements in the image under $f^\circ$ of $Fr(X)$. Since $\theta_Y^\sharp : Fr(Y) \to CDL(Y)$ is an observation frame, and $Fr(Y) = Fr(f(X))$, $f$ being onto, every element in $CDL(Y)$ is the meet of elements in $\theta_Y^\sharp (Fr(f(X)))$. Since $Fr(f(X))$ is the free frame over $Y = f(X)$, every element in $Fr(f(X))$ is the join of finite meets of elements in $\eta_Y(f(X))$, where $\eta_Y : Y \to Fr(f(X))$ is the unit of the adjunction in Theorem 9.1.1. But $\theta_Y^\sharp$ preserves arbitrary joins and finite meets, and, for all $x \in X$,

$$\theta_Y^\sharp(\eta_Y(f(x))) = \theta_Y(f(x)) \quad \text{[defining property of } \theta_Y^\sharp]$$

$$= (\theta_Y \circ f)^\sharp(\eta_X(x)) \quad \text{[defining property of } (\theta_Y \circ f)^\sharp]$$

$$= f^\circ(\eta_X(x)). \quad \text{[definition of } f^\circ]$$

Since every element in $Fr(f(X))$ is the join of finite meets of elements in $\eta_Y(f(X))$ and $f^\circ$ preserves both arbitrary joins and finite meets, we have that $\theta_Y^\sharp(\eta_Y(f(X))) = f^\circ(Fr(X))$. Therefore every element in $CDL(Y)$ is the meet of elements in $f^\circ(Fr(X))$. By Corollary 8.1.17, it follows that the function $f^\circ : Fr(X) \to CDL(Y)$ is an observation frame. \(\square\)

Consider now the full sub-category of Set$^2$ whose objects are onto functions, and denote it by Set$^{epi}$. Thus objects in Set$^{epi}$ are onto functions $f : X \to Y$ between sets, and morphisms from $f : X \to Y$ to $g : X' \to Y'$ are pairs of
functions $\langle h : X \to X', k : Y \to Y' \rangle$ such that $k \circ f = g \circ h$. Composition is defined componentwise. The category $\text{Set}^{\text{opi}}$ has all small limits and all small colimits (which are constructed as in category $\text{Set}^2$). There is a functor $U : \text{OFrm} \to \text{Set}^{\text{opi}}$ mapping every observation frame $\alpha : F \to L$ to the onto function $U(\alpha) = \alpha : F \to \alpha(F)$ (the co-restriction of $\alpha$ to its image). The functor $U$ is defined on morphisms as follows:

$$U(\phi) = \langle \phi : F \to G, \tilde{\phi} : \alpha(F) \to \beta(G) \rangle,$$

where $\phi$ is a morphism from the observation frame $\alpha : F \to L$ to the observation frame $\beta : G \to H$, and $\tilde{\phi} : \alpha(F) \to \beta(G)$ is the restriction and co-restriction of the unique morphism form $L$ to $G$ in $\text{CDL}$ such that $\tilde{\phi} \circ \alpha = \beta \circ \phi$ (see Theorem 8.1.4). By the above commutativity, $U(\phi)$ is well-defined.

**Theorem 9.2.2** Assume that $f : X \to Y$ is an onto function between the sets $X$ and $Y$ and let $\beta : G \to H$ be an observation frame. For every morphism $\langle h : X \to G, k : Y \to \beta(G) \rangle$ in $\text{Set}^{\text{opi}}$ from $f$ to $U(\beta)$, the frame morphism $h^\sharp : \text{Fr}(X) \to G$ is the only morphism in $\text{OFrm}$ from $f^\circ$ to $\beta$ such that $U(h^\sharp) \circ \langle \eta_X, \theta_Y \rangle = \langle h, k \rangle$ in $\text{Set}^{\text{opi}}$.

![Diagram](image)

**Proof.** By Theorem 9.1.1, $h = h^\sharp \circ \eta_X$. Hence $\beta \circ h^\sharp \circ \eta_X = \beta \circ h$. Also $k^\dagger \circ f^\circ \circ \eta_X = \beta \circ h$ because

$$k^\dagger \circ f^\circ \circ \eta_X = k^\dagger \circ (\theta_Y \circ f)^\sharp \circ \eta_X \quad \text{[definition of } f^\circ\text{]}$$

$$= k^\dagger \circ \theta_Y \circ f \quad \text{[by Theorem 9.1.1 ]}$$

$$= k \circ f \quad \text{[by Theorem 9.1.3 ]}$$

$$= \beta \circ h. \quad \text{[}\langle h, k \rangle \text{is a morphism in } \text{Set}^{\text{opi}}\text{]}$$

Therefore, by Theorem 9.1.1, $\beta \circ h^\sharp = k^\dagger \circ f^\circ$. Using Theorem 8.1.4 it follows that $h^\sharp$ is a morphism in $\text{OFrm}$ from $f^\circ$ to $\beta$ with $\tilde{h}^\sharp = k^\dagger$. Moreover, by Theorem 9.1.1 and Theorem 9.1.3,
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\[ U(h^\sharp) \circ \langle \eta_X, \theta_Y \rangle = \langle h^\sharp, \widetilde{h^\sharp} \rangle \circ \langle \eta_X, \theta_Y \rangle \]
\[ = \langle h^\sharp, k^\sharp \rangle \circ \langle \eta_X, \theta_Y \rangle \]
\[ = \langle h^\sharp \circ \eta_X, k^\sharp \circ \theta_Y \rangle \]
\[ = \langle h, k \rangle. \]

Uniqueness of \( h^\sharp \) follows immediately from Theorem 9.1.1, Theorem 9.1.3 and Theorem 8.1.4. \( \square \)

The above theorem and Proposition 2.1.1 imply that the assignment

\[ (f : X \to Y) \mapsto (f^\circ : Fr(X) \to CDL(Y)) \]

extends to a functor from \( \text{Set}^{epi} \) to \( \text{OFrm} \) which is a left adjoint to the functor \( U : \text{OFrm} \to \text{Set}^{epi} \). Next we want to prove that the functor \( U \) is monadic. As a consequence we have that the category of observation frames \( \text{OFrm} \) is equivalent to the category of algebras induced by the monad \( U \circ (-)^\circ \). We need the following three lemmas.

**Lemma 9.2.3** The functor \( U : \text{OFrm} \to \text{Set}^{epi} \) reflects isomorphisms.

**Proof.** Assume that \( \alpha : F \to L \) and \( \beta : G \to H \) are observation frames such that \( U(\alpha) \) is isomorphic to \( U(\beta) \) in \( \text{Set}^{epi} \). Then \( F \cong G \) and \( \alpha(F) \cong \beta(G) \). Since every element in \( L \) is the meet of elements in \( \alpha(F) \), the isomorphism \( \alpha(F) \cong \beta(G) \) can be extended to an isomorphism between \( L \) and \( G \). Hence \( F \) and \( G \) are isomorphic as frames while \( L \) and \( G \) are isomorphic as completely distributive lattices, that is \( \alpha \) and \( \beta \) are isomorphic as observation frames. \( \square \)

**Lemma 9.2.4** The category \( \text{OFrm} \) has all coequalizers.

**Proof.** Assume that \( \phi_1 \) and \( \phi_2 \) are morphisms in \( \text{OFrm} \) from the observation frame \( \alpha : F \to L \) to the observation frame \( \beta : G \to H \). By Theorem 8.1.4, \( \phi_1 : F \to G \) induces uniquely a morphism \( \tilde{\phi}_1 : L \to H \) between completely distributive lattices such that \( \tilde{\phi}_1 \circ \alpha = \beta \circ \phi_1 \). Similarly, \( \phi_2 : F \to G \) induces uniquely a morphism \( \tilde{\phi}_2 : L \to H \) between completely distributive lattices such that \( \tilde{\phi}_2 \circ \alpha = \beta \circ \phi_2 \).

Let \( (G', c_1 : G \to G') \) be the coequalizer in \( \text{Frm} \) of \( \phi_1 \) and \( \phi_2 \), and let \( (H', c_2 : H \to H') \) be the coequalizer in \( \text{CDL} \) of \( \tilde{\phi}_1 \) and \( \tilde{\phi}_2 \). Notice that
\[ c_2 \circ \beta \circ \phi_1 = c_2 \circ \tilde{\phi}_1 \circ \alpha = c_2 \circ \tilde{\phi}_2 \circ \alpha = c_2 \circ \beta \circ \phi_2. \]

By the defining property of coequalizers, there exists a unique frame morphism \( \gamma : G' \to H' \) such that \( \gamma \circ c_1 = c_2 \circ \beta \). We claim \( \gamma \) is an observation frame. Indeed, since \( q = \bigcap \{ \beta(x) \mid q \subseteq \beta(x) \} \) for all \( q \in H \) and \( c_2 \) preserves arbitrary meets, we have

\[
c_2(q) = \bigcap \{ c_2(\beta(x)) \mid q \subseteq \beta(x) \} \\
\subseteq \bigcap \{ c_2(\beta(x)) \mid c_2(q) \subseteq c_2(\beta(x)) \} \quad [c_2 \text{ is monotone}] \\
= \bigcap \{ \gamma(c_1(x)) \mid c_2(q) \subseteq \gamma(c_1(x)) \}. \quad [\text{defining property of } \gamma]
\]

The reverse of the above inequality holds by the defining property of meets. Hence \( \gamma : G' \to H' \) is an observation frame. Notice that \( \gamma \circ c_1 = c_2 \circ \beta \) implies \( c_2 = \tilde{c}_1 \) by Theorem 8.1.4. One can now easily verify that \( \gamma \) is indeed the coequalizer in \( \text{OFrm} \) of \( \phi_1 \) and \( \phi_2 \). \( \square \)

**Lemma 9.2.5** The functor \( U : \text{OFrm} \to \text{Set}^{\text{ept}} \) preserves all coequalizers

**Proof.** Assume \( \phi_1 \) and \( \phi_2 \) are two morphisms in \( \text{OFrm} \) from the observation frame \( \alpha : F \to L \) to the observation frame \( \beta : G \to H \). By Theorem 8.1.4, \( \phi_1 : F \to G \) induces uniquely a morphism \( \tilde{\phi}_1 : L \to H \) between completely distributive lattices such that \( \tilde{\phi}_1 \circ \alpha = \beta \circ \phi_1 \). Similarly, \( \phi_2 : F \to G \) induces uniquely a morphism \( \tilde{\phi}_2 : L \to H \) between completely distributive lattices such that \( \tilde{\phi}_2 \circ \alpha = \beta \circ \phi_2 \).

Let \( (\gamma : G' \to H', c_1 : G \to G') \) be the coequalizer in \( \text{OFrm} \) of \( \phi_1 \) and \( \phi_2 \) as described in Lemma 9.2.4. Then \( (G', c_1 : G \to G') \) is the coequalizer in \( \text{Frm} \) of \( \phi_1 \) and \( \phi_2 \), and \( (H', c_2 : H \to H') \) is the coequalizer in \( \text{CDL} \) of \( \tilde{\phi}_1 \) and \( \tilde{\phi}_2 \), where \( c_2 \) is the unique morphism in \( \text{CDL} \) such that \( \gamma \circ c_1 = c_2 \circ \beta \).

We need to prove that \( (U(\gamma), U(c_1) = \langle c_1, c_2 \rangle) \) is the coequalizer in \( \text{Set}^{\text{ept}} \) of \( U(\phi_1) = \langle \phi_1, \tilde{\phi}_1 \rangle \) and \( U(\phi_2) = \langle \phi_2, \tilde{\phi}_2 \rangle \).

Assume there is an object \( f : X \to Y \) in \( \text{Set}^{\text{ept}} \) and a morphism \( \langle h_1, h_2 \rangle \) from \( U(\beta) \) to \( f : X \to Y \) such that \( U(\phi_1) \circ \langle h_1, k \rangle = U(\phi_2) \circ \langle h_1, h_2 \rangle \). Define the functions \( k_1 : G' \to X \) and \( k_2 : \gamma(G') \to Y \) as follows:

\[
k_1(c_1(x)) = h_1(x) \text{ and } k_2(c_2(y)) = h_2(y)
\]

for all \( x \in G \) and \( y \in \beta(G) \). By the standard theory on congruences, the above maps are well-defined and they are the unique ones such that \( k_1 \circ c_1 = h_1 \) and
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\[ k_2 \circ c_2 = h_2. \] It remains only to prove that \( \langle k_1, k_2 \rangle \) is a morphism in \( \text{Set}^{epi} \), that is, \( k_2 \circ \gamma = f \circ k_1 \). For all \( c_1(x) \in G' \),

\[
\begin{align*}
    k_2(\gamma(c_1(x))) &= k_2(c_2(\beta(x))) \\
    &= h_2(\beta(x)) \quad [\text{definition } k_2] \\
    &= f(h_1(x)) \quad [\langle h, k \rangle \text{ is morphism in } \text{Set}^{epi}] \\
    &= f(k_1(c_1(x))). \quad [\text{definition } k_1]
\end{align*}
\]

\( \square \)

**Theorem 9.2.6** The functor \( U : \text{OFrm} \to \text{Set}^{epi} \) is monadic.

**Proof.** Apply Proposition 2.1.2 using Lemmas 9.2.3, 9.2.4, and 9.2.5. \( \square \)

Since \( \text{Set}^{epi} \) has small limits and monadic functors create limits [136], the category \( \text{OFrm} \) has all small limits too.

*Presenting observation frames*

Consider a frame \( F = \text{Fr} \langle G_1 \mid R_1 \rangle \) and a completely distributive lattice \( L = \text{CDL} \langle G_2 \mid R_2 \rangle \). Let

\[
\llbracket - \rrbracket_{G_1} : G_1 \to F \text{ and } \llbracket - \rrbracket_{G_2} : G_2 \to L
\]

be the two canonical embeddings of the generators into \( F \) and \( L \), respectively.

Assume there exists an onto function \( f : G_1 \to G_2 \) between the generators of the two presentations. If the relations in \( R_1 \) and \( R_2 \) (in their respective normal forms) satisfy the following commutativity property

\[
\langle \bigvee_I \bigwedge_J g_i^j, \bigvee_N \bigwedge_M g_n^m \rangle \in R_1 \Rightarrow \langle \bigcup_I \bigcap_J f(g_i^j), \bigcup_N \bigcap_M f(g_n^m) \rangle \in R_2, \tag{9.4}
\]

then the function \( \llbracket - \rrbracket_{G_2} \circ f : G_1 \to L \) makes \( L \) a model of the frame presentation \( \text{Fr} \langle G_1 \mid R_1 \rangle \). Hence, by Corollary 9.1.2, there exists a unique frame morphism \( f^\bullet : F \to L \) such that, for all generators \( g \in G_1 \),

\[
f^\bullet(\llbracket g \rrbracket_{G_1}) = [f(g)]_{G_2}.
\]
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In a way similar to the proof of Lemma 9.2.1, it is possible to show that every element in \( L \) is the meet of elements in \( f^*(F) \). Hence, by Corollary 8.1.17, \( f^* : F \to L \) is an observation frame.

Conversely, every observation frame \( \alpha : F \to L \) can be ‘presented’ as follows. Consider the following two sets of generators

\[
G_1 = \{ \hat{x} \mid x \in F \} \quad \text{and} \quad G_2 = \{ \alpha(x) \mid x \in F \},
\]

and define the function \( f : G_1 \to G_2 \) by \( f(\hat{x}) = \alpha(x) \) for all \( \hat{x} \in G_1 \). Clearly \( f \) is an onto function. Define also the sets of relations

\[
R_1 = \{ \langle \bigwedge_{x \in S} \hat{x}, \bigwedge_{x \in S} x \rangle \mid S \subseteq \text{fin} F \} \cup \{ \langle \bigvee_{x \in S} \hat{x}, \bigvee_{x \in S} x \rangle \mid S \subseteq F \},
\]

\[
R_2 = \{ \langle \bigcap \{ \hat{x} \mid x \in S \}, \bigcap \{ S \} \rangle \mid S \subseteq \alpha(F) \quad \text{and} \quad \bigcap S \in \alpha(F) \}
\]

\[
\cup \{ \langle \bigcup \{ \hat{x} \mid x \in S \}, \bigcup \{ S \} \rangle \mid S \subseteq \alpha(F) \quad \text{and} \quad \bigcup S \in \alpha(F) \}.
\]

The frame \( F \) presents \( Fr\langle G_1 \mid R_1 \rangle \) and the completely distributive lattice \( L \) presents \( CDL\langle G_2 \mid R_2 \rangle \). By universality of the presentation of \( F \) it follows that \( f^* : F \to L \) is equal to \( \alpha : F \to L \).

### 9.3 Frames and observation frames

In this section we take a closer look at the relationship between frames and observation frames. We start by relating the categories of frames, completely distributive lattices and observation frames.

There is a functor \( \text{Dom} : \text{O Frm} \to \text{ Frm} \) mapping an observation frame \( \alpha : F \to L \) to \( \text{Dom}(\alpha) = F \) and a morphism \( \phi : (\alpha : F \to L) \to (\beta : G \to H) \) in \( \text{O Frm} \), to the frame morphism \( \text{Dom}(\phi) = \phi : F \to G \).

**Theorem 9.3.1** The functor \( \text{Dom} : \text{O Frm} \to \text{ Frm} \) has a left adjoint.

**Proof.** Let \( F \) be a frame and consider the observation frame \( \zeta_F : F \to \bar{F} \) given in Theorem 9.1.5. By definition, \( \text{Dom}(\zeta_F) = F \). Let now \( \beta : G \to H \) be another observation frame together with a frame morphism \( \phi : F \to \text{Dom}(\beta) \). The composition \( \beta \circ \phi : F \to H \) is a frame morphism. Hence, by Theorem 9.1.5 there exists a unique morphism \( \psi : \bar{F} \to H \) in \( \text{CDL} \) such that \( \psi \circ \zeta_F = \beta \circ \phi \). By
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Theorem 8.1.4 this implies that \( \phi \) is a morphism in \( \text{OFrm} \). Since \( \text{Dom}(\phi) = \phi \), by Proposition 2.1.1 we have that the functor \( \text{Dom} : \text{OFrm} \rightarrow \text{Frm} \) has a left adjoint. \( \square \)

Next we consider the relationship between observation frames and completely distributive lattices. Let \( \text{Cod} : \text{OFrm} \rightarrow \text{CDL} \) be the functor which maps an observation frame \( \alpha : F \rightarrow L \) to the completely distributive lattice \( \text{Cod}(\alpha) = L \), and every morphism \( \phi \) in \( \text{OFrm} \), between the observation frames \( \alpha : F \rightarrow L \) and \( \beta : G \rightarrow H \), to \( \text{Cod}(\phi) = \tilde{\phi} \), where \( \tilde{\phi} : L \rightarrow H \) is the unique morphism in \( \text{CDL} \) such that \( \tilde{\phi} \circ \alpha = \beta \circ \phi \) given in Theorem 8.1.4.

**Theorem 9.3.2** The functor \( \text{Cod} : \text{OFrm} \rightarrow \text{CDL} \) has a right adjoint.

**Proof.** For any completely distributive lattice \( L \) consider the observation frame \( \text{id}_L : L \rightarrow L \). If \( \beta : G \rightarrow H \) is another observation frame and \( \psi : H \rightarrow L \) is a morphism in \( \text{CDL} \), then \( \phi = \psi \circ \beta : G \rightarrow L \) is the unique frame morphism such that \( \text{id}_L \circ \phi = \psi \circ \beta \). Hence, by Theorem 8.1.4, \( \phi \) is a morphism in \( \text{OFrm} \) and \( \text{Cod}(\phi) = \tilde{\phi} = \psi \). From the dual of Proposition 2.1.1 it follows that the functor \( \text{Cod} : \text{OFrm} \rightarrow \text{CDL} \) has a right adjoint. \( \square \)

It is not difficult to see that an element \( p \) of a completely distributive lattice \( L \) is completely prime if and only if \( p \) is an \( M \)-prime element of the observation frame \( \text{id}_L : L \rightarrow L \). By Lemma 8.3.4 it follows that \( \text{id}_L : L \rightarrow L \) is spatial if and only if \( L \) is isomorphic in \( \text{CDL} \) to a complete ring of sets.

**Filters and \( M \)-filters**

In this section we investigate, for an observation frame \( \alpha : F \rightarrow L \), some of the relationships between elements of the completely distributive lattice \( L \), \( M \)-filters of the observation frame \( \alpha \) and ordinary filters of the frame \( F \). We will use these relationships for a characterization of sober spaces.

We start by showing that points are preserved by the construction of the free observation frame over a frame in which a point in a frame \( F \) is a completely prime filter of \( F \), whereas by Lemma 8.1.8 a point in an observation frame \( \alpha : F \rightarrow L \) is a completely prime \( M \)-filter of \( \alpha \).

**Theorem 9.3.3** The collection of all completely prime filters of a frame \( F \)
is isomorphic to the collection of all completely prime $M$-filters of the free observation frame $\zeta_F : F \rightarrow \bar{F}$.

**Proof.** Let $2 = \{\top, \bot\}$ be the two point completely distributive lattice with $\bot \subseteq \top$, and write $2$ for the observation frame $id_2 : 2 \rightarrow 2$. Let $CPF(F)$ be the set of all completely prime filters of $F$ and $CPMF(\zeta_F)$ the set of all completely prime $M$-filters of $\zeta_F : F \rightarrow \bar{F}$. By Lemma 8.1.8, $OFrm(\zeta_F, 2) \cong CPMF(\zeta_F)$, whereas $Frm(F, 2) \cong CPF(F)$ (see [192, Proposition 5.4.7] for the latter isomorphism). But $Dom(2) = 2$ and $\zeta_F$ is the free observation frame over $F$ by Theorem 9.3.1. Hence $Frm(F, 2) \cong OFrm(\zeta_F, 2)$. □

A frame $F$ is called spatial, or said to have enough points, if for all $x$ and $y$ in $F$, if $x \not\equiv y$ then there exists a completely prime filter $\mathcal{F}$ of $F$ such that $a \in \mathcal{F}$ and $b \not\in \mathcal{F}$. The full sub-category of $Frm$ whose objects are spatial frames $F$ is denoted by $Sfrm$. If $X$ is any topological space then its lattice of open sets $\mathcal{O}(X)$ is a spatial frame, since we can take $\mathcal{F}$ to be the completely prime filter $\mathcal{F}_x = \{o \in \mathcal{O}(X) \mid x \in o\}$. The following corollary is an immediate consequence of the above theorem.

**Corollary 9.3.4** A frame $F$ is spatial if and only if the observation frame $\zeta_F : F \rightarrow \bar{F}$ is spatial. Hence the adjunction of Theorem 9.3.1 restricts to an adjunction between the category of spatial frames $Sfrm$ and the category of spatial observation frames $SOfrm$. □

In Definition 5.2.3 we have seen that a topological space $X$ is sober if the assignment $x \mapsto \mathcal{F}_x$, for all $x \in X$, defines an isomorphism between $X$ and $CPF(\mathcal{O}(X))$. Given a frame $F$, we can construct a sober space $Pt_\omega(F)$ by taking the set of all completely prime filters of $F$, denoted by $CPF(F)$, together with the collection of open sets

$$\mathcal{F}(a) = \{\mathcal{F} \in CPF(F) \mid a \in \mathcal{F}\},$$

for every $a \in F$. This collection forms a topology on $CPF(F)$. The following proposition can be found in [112, II, Corollary 1.7].

**Proposition 9.3.5** The assignment $F \mapsto Pt_\omega(F)$ defines a functor from the category $Frm^{op}$ to $Sp$ which is a right adjoint of $\mathcal{O}(-) : Sp \rightarrow Frm^{op}$ (the functor which maps every topological space to its lattice of open sets and every continuous function to its inverse restricted to the open sets). Furthermore we
have that

(i) the adjunction restricts to a duality between the \( \text{SFrm} \) and \( \text{Sob} \);
(ii) the inclusion \( \text{Sob} \hookrightarrow \text{Sp}_0 \) has left adjoint \( \mathsf{Pt}_\omega(\mathcal{O}(-)) \);
(iii) the inclusion \( \text{SFrm} \hookrightarrow \mathfrak{Frm} \) has left adjoint \( \mathcal{O}(\mathsf{Pt}_\omega^{\text{op}}(-))^{\text{op}} \). \( \square \)

The soberification of a topological space \( X \) is the sober space \( \mathsf{Pt}_\omega(\mathcal{O}(X)) \). Notice that the process of soberification of a topological space \( X \) can be replaced by the process of constructing the topological space which best approximates the ‘frame part’ of the observation frame associated with \( X \), that is,

\[
\mathsf{Pt}_\omega(\mathcal{O}(X)) = \mathsf{Pt}_\omega(\text{Dom}(\Omega(X))).
\]

Since adjoints are defined uniquely (up to natural isomorphisms), the above implies that the two rounded squares below commute.

\[
\begin{array}{ccc}
\mathsf{Sp}_0 & \simeq & \text{SOFrm}^{\text{op}} \\
\mathsf{Pt}_\omega(\mathcal{O}(-)) & \dashv & \text{Dom}^{\text{op}} \\
\text{Sob} & \simeq & \text{SFrm}^{\text{op}}
\end{array}
\]

The functor \( \text{Dom}: \text{OFrm} \to \mathfrak{Frm} \) can therefore be considered as the pointless soberification of an abstract topological space. Next we use the above results (which generalize Lemma 8.3.6) for a characterization of sober spaces.

**Theorem 9.3.6** A \( \mathcal{T}_0 \) space \( X \) is sober if and only if the completely distributive lattice of saturated sets \( \mathcal{Q}(X) \) is free over the frame of open sets \( \mathcal{O}(X) \).

**Proof.** Assume \( X \) is a sober space. By the commutativity of the above diagram it follows that the observation frames \( \Omega(X) : \mathcal{O}(X) \to \mathcal{Q}(X) \) and \( \zeta_{\mathcal{O}(X)} : \mathcal{O}(X) \to \mathcal{O}(\mathcal{X}) \) are isomorphic in \( \text{OFrm} \). Hence \( \mathcal{O}(\mathcal{X}) \) is isomorphic to \( \mathcal{Q}(X) \) in \( \text{CDL} \). But \( \mathcal{O}(\mathcal{X}) \) is the free completely distributive lattice over the frame \( \mathcal{O}(X) \), by Theorem 9.1.5.

For the converse, assume \( X \) is a \( \mathcal{T}_0 \) space and \( \mathcal{Q}(X) \) is the free completely distributive lattice over the frame \( \mathcal{O}(X) \). Then the set of all completely prime M-filter of \( \Omega(X) \) coincides with the set of all completely prime M-filters of \( \zeta_{\mathcal{O}(X)} \), that is,

\[
\text{CPMF}(\Omega(X)) = \text{CPMF}(\zeta_{\mathcal{O}(X)}).
\]
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Notice that we have an equality and not an isomorphism because the frame parts of the two observation frames are identical. By combining Lemmas 8.1.8 and 8.1.15, and because $X$ is $\mathcal{T}_0$, the assignment $x \mapsto \{ o \in \mathcal{O}(X) \mid x \in o \}$ is an isomorphism between $X$ and $CPMF(\Omega(X))$. On the other hand, $CPMF(\zeta_{\mathcal{O}(X)})$ coincides with $CPF(\mathcal{O}(X))$ by Theorem 9.3.3. Hence $X$ is sober. \( \square \)

The characterization of sober spaces by means of saturated sets can intuitively be explained as follows. Sober spaces are precisely those spaces whose completely distributive lattice of saturated sets can be presented without infinite meets in its relations. The following corollary is then immediate.

**Corollary 9.3.7** A $\mathcal{T}_0$ space $X$ is sober if and only if the completely prime filters of $\mathcal{O}(X)$ coincide with the completely prime $M$-filters of $\Omega(X)$.

**Proof.** If $X$ is sober then $X$ is isomorphic to the set $CPMF(\Omega(X))$ of all completely prime $M$-filters of $\Omega(X)$ by Lemma 8.1.15. By Theorem 9.3.6, $CPMF(\Omega(X))$ coincides with the set $CPMF(\zeta_{\mathcal{O}(X)})$ of all completely prime $M$-filters of $\zeta_{\mathcal{O}(X)}$. The latter set coincides with the set $CPF(\mathcal{O}(X))$ of completely prime filters of $\mathcal{O}(X)$ by Lemma 9.3.3 because $\mathcal{O}(X)$ is a spatial frame.

Conversely, assume $CPMF(\Omega(X))$ coincides with $CPF(\mathcal{O}(X))$. Because $X$ is $\mathcal{T}_0$ the mapping $x \mapsto \{ o \in \mathcal{O}(X) \mid x \in o \}$ is an isomorphism between $X$ and $CPMF(\Omega(X))$. Hence, by definition, $X$ is sober. \( \square \)

Recall from Chapter 5 that a sober space $X$ is said to be *spectral* if finite intersections of compact open sets are still compact, and the compact open sets form a basis; a spectral space $X$ is a *Stone space* if the complement of compact open is compact open. For a $\mathcal{T}_0$ space $X$, we have the following characterization ‘by freeness’:

(i) $X$ is a Stone space if and only if its frame of open sets $\mathcal{O}(X)$ is free over the Boolean algebra of compact open sets $\mathcal{K}\mathcal{O}(X)$;

(ii) $X$ is a spectral space if and only if its frame of open sets $\mathcal{O}(X)$ is free over the distributive lattice of compact open sets $\mathcal{K}\mathcal{O}(X)$;

(iii) $X$ is a coherent space if and only if its frame of open sets $\mathcal{O}(X)$ is free over the distributive lattice of compact saturated sets $\mathcal{K}\mathcal{Q}(X)$;

(iv) $X$ is a sober space if and only if the completely distributive lattice of saturated sets $\mathcal{Q}(X)$ is free over the frame of open sets $\mathcal{O}(X)$.
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The first three characterizations are standard and can be easily derived from similar results in [112,192].

We conclude this chapter by establishing the fundamental role of M-filters in the setting of observation frames.

**Lemma 9.3.8** Let \( \alpha : F \to L \) be an observation frame. There is an order isomorphism between \( L \) and the collection of M-filters \( MF(\alpha) \) ordered by superset inclusion.

**Proof.** We have already seen in Lemma 8.1.6 that the map \( \mathcal{U} \mapsto \uparrow(\bigcap \alpha(\mathcal{U})) \) is an isomorphism between M-filters of \( \alpha \) and principal filters of \( L \). Since \( \uparrow(\bigcap \alpha(\mathcal{U})) \) is isomorphic to \( \bigcap \alpha(\mathcal{U}) \) we have that the map

\[
\mathcal{U} \mapsto \bigcap \alpha(\mathcal{U})
\]

is an isomorphism between M-filters and elements of \( L \) with as inverse the mapping \( q \mapsto \mathcal{U}(q) = \{ a \in F \mid q \subseteq \alpha(a) \} \). It is not difficult to see that both mappings are order preserving. \( \square \)

Let \( \alpha : F \to L \) be an observation frame. An element \( q \in L \) is said to be compact with respect to \( F \) if for all directed subsets \( S \) of \( F \), \( q \subseteq \bigsqcup \alpha(S) \) implies that there exists \( s \in S \) such that \( q \subseteq \alpha(s) \). For example, for every topological space \( X \), a set \( q \in \mathcal{Q}(X) \) is compact with respect to \( \mathcal{O}(X) \) if and only if \( q \) is compact.

The order-isomorphism of Lemma 9.3.8 restricts to elements of \( L \) compact with respect to \( F \) and Scott open M-filters of \( \alpha \), where an M-filter \( \mathcal{U} \) of \( \alpha \) is said to be Scott open if it is an open set in the Scott topology on \( F \).

**Lemma 9.3.9** Let \( \alpha : F \to L \) be an observation frame.

(i) An element \( q \) of \( L \) is compact with respect to \( F \) if and only if \( \mathcal{U}(q) \) is a Scott open M-filter of \( \alpha \).

(ii) A subset \( \mathcal{U} \) of \( F \) is a Scott open M-filter of \( \alpha \) if and only if \( \bigcap \alpha(\mathcal{U}) \) is compact with respect to \( F \).

**Proof.** By Lemma 9.3.8 it is enough to prove only one implication for each
item.

(i) Let \( q \in L \) be compact with respect to \( F \) and let \( S \subseteq F \) be a directed set. If \( \forall S \in \mathcal{U}(q) \) then \( q \subseteq \alpha(\forall S) = \bigsqcup \alpha(S) \). Since \( q \) is compact with respect to \( F \) there exists \( s \in S \) such that \( q \subseteq \alpha(s) \). Hence \( s \in \mathcal{U}(q) \), that is, \( \mathcal{U}(q) \) is a Scott open subset of \( F \). It is also an M-filter of \( \alpha \) because if \( \bigsqcap \alpha(\mathcal{U}(q)) \subseteq \alpha(a) \) for some \( a \in F \), then \( q \subseteq \alpha(a) \) and hence \( a \in \mathcal{U}(q) \).

(ii) Assume \( \mathcal{U} \) is a Scott open M-filter of \( \alpha \) and let \( S \) be a directed subset of \( F \). If \( \bigsqcap \alpha(\mathcal{U}) \subseteq \bigsqcup \alpha(S) = \alpha(\forall S) \) then \( \forall S \in \mathcal{U} \) because \( \mathcal{U} \) is an M-filter. But it is also Scott open, hence there exists \( s \in S \) such that \( s \in \mathcal{U} \). Hence \( \bigsqcap \alpha(\mathcal{U}) \subseteq \alpha(s) \), that is, \( \bigsqcap \alpha(\mathcal{U}) \) is compact with respect to \( F \). \( \Box \)

For an observation frame \( \alpha : F \to L \) we can obtain a relationship between completely prime M-filters and elements \( q \in L \) such that for every \( S \subseteq F \) if \( q \subseteq \bigsqcup \alpha(S) \) then there exists an \( s \in S \) such that \( q \subseteq \alpha(s) \). The proof is as before.

Lemma 9.3.9 is of a more fundamental nature than what is normally called the Hofmann-Mislove theorem (also known as the Scott-open filter theorem) given in Corollary 9.3.11 below. The latter is about Scott-open sets \( F \subseteq \mathcal{O}(X) \) of a (sober) space \( X \), which are ordinary filters. This theorem is due to Hofmann and Mislove [108], and can in our present setting be obtained from the following result. It is stated where the Axiom of Choice is used and when the soberness of the space is needed. We sketch the proof for reasons of completeness. It is very similar to Lemma 8.2.2 in [192].

**Lemma 9.3.10** For a sober space \( X \), a Scott-open set \( \mathcal{F} \subseteq \mathcal{O}(X) \) is an M-filter if and only if it is an ordinary filter.

**Proof.** The (only-if) part is obvious, so we concentrate on the (if) part. Take a Scott-open filter \( \mathcal{F} \subseteq \mathcal{O}(X) \). We have to show

\[
\bigcap \mathcal{F} \subseteq o' \Rightarrow o' \in \mathcal{F}.
\]

Towards a contradiction, suppose \( o' \notin \mathcal{F} \). Then we have to produce an element \( x \in X \) with \( x \in \bigcap \mathcal{F} \) but \( x \notin o' \). Because \( X \) is sober it suffices to give a prime-open \( p \in \mathcal{O}(X) \) with \( p \notin \mathcal{F} \) and \( o' \subseteq p \), where we think of \( p \) as the directed union \( \bigcup \{ o \in \mathcal{O}(X) \mid x \notin o \} \). Hence one considers the poset
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\[ P = \{ u \in \mathcal{O}(X) \mid o' \subseteq u \text{ and } u \notin \mathcal{F} \}, \] ordered by inclusion.

Every chain in \( P \) has an upper bound, so by Zorn’s Lemma we get a maximal element \( p \in P \). It remains to show that \( p \) is prime-open. Towards the contrary, assume

\[ o_1 \cap o_2 \subseteq p \text{ but } o_1 \not\subseteq p \text{ and also } o_2 \not\subseteq p. \]

Because \( p \) is maximal, both the open sets \( o_1' = p \cup o_1 \) and \( o_2' = p \cup o_2 \) are in \( \mathcal{F} \) and hence, because \( \mathcal{F} \) is a filter, also \( o_1' \cap o_2' \in \mathcal{F}. \) But \( o_1' \cap o_2' = p \cup (o_1 \cap o_2) = p. \) Contradiction. \( \square \)

Finally we obtain the result of Hofmann and Mislove [108] as a direct consequence of Lemma 9.3.10 and Lemma 9.3.9.

**Corollary 9.3.11 (Hofmann–Mislove theorem)** Let \( X \) be a sober space. There is an order isomorphism between the poset \( (\mathcal{KQ}(X), \leq_{\mathcal{U}}) \) of compact saturated sets and the poset of Scott-open filters \( \mathcal{F} \subseteq \mathcal{O}(X), \) ordered by inclusion. \( \square \)

In general, even for a sober space \( X \), the set of all M-filters of the observation frame \( \Omega(X) \) is strictly included in the set of all ordinary filters of \( \mathcal{O}(X) \). We have already seen in the previous chapter an example of filter which is not an M-filter. Alternatively, consider an infinite set \( X \) with the discrete topology. There are many filters \( \mathcal{F} \) for which \( \cap \mathcal{F} \) is empty, ranging from the filter of cofinite sets to \( \mathcal{P}(X) \) itself, and including all non-principal ultrafilters. But the empty set is a saturated subset of \( X \), and hence, by Lemma 9.3.8, it corresponds to only one M-filter of \( \Omega(X) \).

### 9.4 Concluding notes

The construction of the free completely distributive lattice over a frame which we presented in this chapter is rather indirect. First we construct the free completely distributive lattice \( CDL(F) \) over the underlying set of a frame \( F \) and then we impose relations on \( CDL(F) \) in order to turn it into a model of a presentation of \( F \). It would be nice to characterize the free completely distributive lattice over a frame directly. The intuitively appealing filter completion of a frame in order to add the missing codirected meets unfortunately does not work: by Theorem 9.3.6, it would imply the existence of an isomorphism

---
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between filters of open sets and saturated sets of a sober space. Such an isomorphism does not always exists, as can be deduced from the last example after Corollary 9.3.11.

Presentations by generators and relations of observation frames enable us to define new observation frames for old. Much of the theory presented by Vickers [192] for frames can be exported to observation frames. An interesting related question is whether the coproduct of two spatial observation frames gives a spatial observation frame. For ordinary frames coproduct does not need to preserve spatiality [112, Proposition 2.14].
Chapter 10

An infinitary domain logic for transition systems

The aim of this chapter is to apply the framework of observation frames in order to provide a bridge between the semantics of computations and their logic.

We treat a case study based on the theory developed by Abramsky [1]. Our starting point is Abramsky’s domain logic for transition systems [3]: his logic is equivalent to the Hennessy-Milner logic in the infinitary case, and hence it characterizes bisimulation for every transition system. However, in the finitary case it is more satisfactory than the Hennessy-Milner logic in the sense that it characterizes a finitary preorder (the finitary observable part of bisimulation) for every transition system. Abramsky’s infinitary logic can be used to characterize the class of transition systems for which the bisimulation preorders are algebraic, in the sense that they coincide with the finitary preorders. These transition systems are called finitary and satisfy two axiom schemas: one about bounded nondeterminism and another about finite approximation.

The main result of Abramsky [3] is that the Lindenbaum algebra generated by his finitary logic is a distributive lattice dual to an SFP-domain obtained as a solution of a recursive domain equation. We extend Abramsky’s result by proving that the Lindenbaum algebra generated by the infinitary logic is a completely distributive lattice dual to the same SFP-domain. As a consequence soundness and completeness of the infinitary logic is obtained for the class of finitary transition systems. On the way to prove our completeness result,
we also show soundness and completeness of Abramsky’s logic with infinite disjunctions for the class of compactly branching transition systems.

10.1 Domain theory in logical form

Complete partial orders were originally introduced as a mathematical structure to model computation [173], in particular as domains for denotational semantics [177]. Successively, Scott’s presentation of domains as information systems [176] suggested a connection between denotational semantics and logics of programs. Abramsky [1,2] uses Stone duality to relate two views of complete partial orders: one in terms of theories and one in terms of models.

Abramsky’s starting point is that for an algebraic cpo $P$, its compact elements completely determine $P$, whereas for a logic the Lindenbaum algebra provides a model from which the logic can be recovered. If $P$ is an SFP-domain, then the collection $K\mathcal{O}(P)$ of all Scott compact open subsets of $P$ ordered by subset inclusion forms a distributive lattice, that is, $P$ in its Scott topology is a spectral space. The distributive lattice $K\mathcal{O}(P)$ can be viewed as the Lindenbaum algebra of some logic. Conversely, given a distributive lattice $L$ we can first construct the free frame $\text{Idl}(L)$ by ideal completing $L$, and then we derive a topological space from $\text{Idl}(L)$ using using the adjunction given in Proposition 9.3.5.

In this way, the duality between the category of spatial frames $\text{SFrm}$ and the category of sober spaces $\text{Sob}$ given in Proposition 9.3.5 cuts down to a duality between the category of distributive lattices $\text{DLat}$ and the category $\text{Spec}$ of spectral $\mathcal{T}_0$ spaces and continuous functions which preserve compact open subsets under inverse image ([112, II.2.11 and II.3.3]).

In his thesis [1] Abramsky considers a typed language together with a denotational interpretation which takes values in the category $\text{SFP}$ of SFP-domains. The language has several type constructors which are interpreted denotationally as the ordinary domain theoretical constructors, such as products, co-products, function space and powerdomains. A second logical interpretation associates to each type of the language a propositional theory. Each theory has axioms and rules which enforce a distributive lattice structure with finite meets and finite joins. Moreover, for each type constructor there is a corresponding constructor between propositional theories.

The logical interpretation and the denotational interpretation are connected
using the duality between the categories $\text{DLat}$ and $\text{Spec}$; for each type of the language, its logical interpretation is isomorphic as lattice to the Scott compact open subsets of its denotational interpretation; conversely, its denotational interpretation is isomorphic as complete partial order to the complete partial order of the prime filters of its logical interpretation.

This implies that an element of an SFP-domain can be considered equivalent to the set of all properties satisfied by that element, which therefore gives a logical characterization of it. Even more, the order of the SFP-domain can be characterized in terms of the properties satisfied by the elements, that is, an element is smaller or equal to another one if and only if every property satisfied by the first element is also satisfied by the other one.

It is important to stress here that the propositional theories used by Abramsky for the logical interpretation of the type language are finite. Moreover, the logics of compact opens obtained are weak in expressive power, and inadequate as a general specification formalism [2]. What we need is a language, with an accompanying semantic framework, which permits to go beyond compact open sets.

A first step would be to allow more general open sets by means of infinite disjunctions. Since the spaces considered by Abramsky are spectral, this would not require a major adjustment of the semantic framework. Consider a new logical interpretation for each type of the language which extends the previous one as follows. For every type there is an associated propositional theory with axioms and rules enforcing a structure of a frame, with infinite joins and finite meets, and such that every element of the theory can be proved equivalent to an (infinite) join of elements of the finitary theory used by Abramsky. In other words, the Lindenbaum algebra of the infinitary propositional geometric theory is the free frame over the distributive lattice of the finitary theory considered by Abramsky. Since Scott open subsets of an SFP-domain ordered by subset inclusion form the free frame over the distributive lattice of the Scott compact subsets [112], it follows that for each type of the language, its new logical interpretation is isomorphic as lattice to the Scott open subsets of its denotational interpretation. Conversely, its denotational interpretation is isomorphic as SFP-domain to the domain of completely prime filters of its logical interpretation. Hence the connection of Abramsky between finite propositional theories and SFP-domains extends smoothly if we consider propositional theories with infinite joins and finite meets.

For specification purposes we also need the ability to express infinite conjunctions. Using results from the previous two chapters—characterizing sober
spaces in terms of the completely distributive lattice of saturated sets—we can extend the logical interpretation of the type language even further. We can associate to every type an infinitary propositional theory with axioms and rules enforcing a structure of a completely distributive lattice, with both infinite joins and infinite meets, and such that it freely extends Abramsky’s interpretation. This means that the Lindenbaum algebra of the infinitary propositional theory is the free completely distributive lattice over the distributive lattice of the Lindenbaum algebra induced by Abramsky’s original logical interpretation. Since an SFP-domain is a sober space when taken with the Scott topology, its saturated sets form the free completely distributive lattice over the frame of the open sets and hence over the distributive lattice of the Scott compact open subsets. It follows that for each type in the language, its infinitary logical interpretation is isomorphic as lattice to the saturated sets of its denotational interpretation, while its denotational interpretation is isomorphic as SFP-domain to the domain of completely prime M-filters of the observation frame induced by its logical interpretation (the map which embeds the restricted theory with infinite joins and finite meet into the infinitary one).

10.2 Transition systems

As an application of the techniques discussed above, we treat Abramsky’s domain logic for labelled transition systems with divergence [3]. We begin by recalling some notions on labelled transition systems (with divergence). In Chapter 4 we have already introduced transition systems as a basic mathematical structure for modeling computations of programming languages (see also [161]).

**Definition 10.2.1** A labelled transition system with divergence is a tuple \( \langle P, \text{Act}, \rightarrow, \uparrow \rangle \) where \( P \) is a set of processes, \( \text{Act} \) a set of atomic actions, \( \rightarrow \subseteq P \times \text{Act} \times P \) is a transition relation and \( \uparrow \) is a predicate on \( P \). The predicate \( \uparrow \) is called the divergence predicate. The convergence predicate \( \downarrow \) on \( P \) is defined to be the complement of the divergence predicate, that is \( \downarrow = P \setminus \uparrow \). We use \( p \uparrow \) and \( p \downarrow \) to denote that the process \( p \) diverges and converges, respectively.

Transition systems can be used to identify processes with the same observable behaviour. One of the well-known behavioral equivalences on processes is
bisimulation [144,157].

**Definition 10.2.2** Given a transition system \( \langle P, \text{Act}, \rightarrow, \downarrow \rangle \), a relation \( R \subseteq P \times P \) is called a partial bisimulation whenever, if \( \langle p, q \rangle \in R \) then for all \( a \in \text{Act} \)

\[(i) \ p \xrightarrow{a} p' \Rightarrow \exists q' \in P: q \xrightarrow{a} q' \& \langle p', q' \rangle \in R; \]

\[(ii) \ p \downarrow \Rightarrow q \downarrow \& (q \xrightarrow{a} q' \Rightarrow \exists p' \in P: p \xrightarrow{a} p' \& \langle p', q' \rangle \in R). \]

We write \( p \preceq_B q \) if there exists a partial bisimulation \( R \) with \( \langle p, q \rangle \in R \).

Often we will use partial bisimulations to compare processes from different transition systems. This can be formally done by taking the disjoint union of the two systems, and using the above definition of partial bisimulation. Partial bisimulations can also be described in terms of iteration [157], but in general one needs to consider a non-countable sequence of relations (in the complete lattice \( \mathcal{P}(P \times P) \) ordered by subset inclusion) approximating \( \preceq_B \). By considering only countable approximants of \( \preceq_B \) one obtains the so-called observable equivalence \( \preceq^* = \bigcap_n \preceq^n \) [144], where

- \( \preceq^0 = P \times P \), and
- \( p \preceq^{n+1} q \) if and only if for all \( a \in \text{Act} \)

\[(i) \ p \xrightarrow{a} p' \Rightarrow \exists q' \in P: q \xrightarrow{a} q' \& p' \preceq^n q'; \]

\[(ii) \ p \downarrow \Rightarrow q \downarrow \& (q \xrightarrow{a} q' \Rightarrow \exists p' \in P: p \xrightarrow{a} p' \& p' \preceq^n q'). \]

In general for a transition system \( T \), \( \preceq^B \preceq^* \). However, if \( T \) is image-finite then the two notions coincide [93], where \( T = \langle P, \text{Act}, \rightarrow, \downarrow \rangle \) is said to be image-finite if for all processes \( p \in P \) and actions \( a \in \text{Act} \) the set

\[ \{ q \mid p \xrightarrow{a} q \} \]

is finite.

A particular example of a transition system is given by the collection of all (finite) synchronization trees over an alphabet \( \text{Act} \) of actions. Define the set \( (t \in)ST(\text{Act}) \) of finitary synchronization trees over \( \text{Act} \) by

\[ t ::= \Sigma_I a_i t_i \mid \Sigma_I a_i t_i + \Omega, \]

where \( I \) is a finite index set, and all the \( a_i \)'s are actions in \( \text{Act} \) for \( i \in I \). If \( I = \emptyset \) then we write \( \Theta \) for \( \Sigma_I a_i t_i \), and \( \Omega \) for \( \Sigma_I a_i t_i + \Omega \). The set of all fini-
tary synchronization trees can be turned into a transition system \( ST(Act) = \langle ST(Act), Act, \rightarrow, \uparrow \rangle \), where

- \( t \uparrow \) if and only if \( \Omega \) is included as a summand of \( t \), and
- \( t \xrightarrow{a} t_i \) for each summand \( a \cdot t_i \) of \( t \).

Synchronization trees can be used to define a finitary preorder on processes of more general transition systems [83].

**Definition 10.2.3** For a transition system \( \langle P, Act, \rightarrow, \uparrow \rangle \) define the finitary preorder \( \preceq^F \subseteq P \times P \) by

\[
p \preceq^F q \text{ if and only if } \forall t \in ST(Act) : t \preceq^B p \Rightarrow t \preceq^B q.
\]

Since finite synchronization trees are a model for finite processes, the finitary preorder can be considered as the finite observable part of partial bisimulation. For every transition system \( T \), it holds that

\[
\preceq^B \subseteq \preceq^ω \subseteq \preceq^F.
\]

In general, these inclusions are strict [3, pag. 191]. If \( p \in P \) is a process of a transition system \( \langle P, Act, \rightarrow, \uparrow \rangle \) and \( t \in ST(Act) \) is a finite synchronization tree it holds that \( t \preceq^B p \) if and only if \( t \preceq^ω p \) [3, Lemma 5.10].

Another example of a transition system is given by the SFP-domain \( D \) obtained as the initial (and final) solution in the category \( \text{SFP} \) of the recursive domain equation

\[
X \cong (1)_{\perp} \oplus (\mathcal{P}_{c}^{co} \left( \sum_{a \in Act} X \right) \setminus \{ \emptyset \}),
\]

where \( 1 \) is the one-point cpo, \( Act \) is a countable set of actions, \( (\_ \_ \_ \_ \_ \_ \_ ) \) is the lift, \( \oplus \) is the coalesced sum, \( \sum_{a \in Act} \) is the countable separated sum, and \( \mathcal{P}_{c}^{co}(\_ \_ \_ \_ \_ \_ \_ ) \setminus \{ \emptyset \} \) is the Plotkin powerdomain (we use Proposition 6.3.7 to characterize it in terms of Scott-compact and convex sets). Below we will omit the isomorphism pair relating the left and the right hand side of the solution \( D \) of the above domain equation. The SFP-domain \( D \) can be seen as the transition system \( \langle D, Act, \rightarrow, \uparrow \rangle \) where

- \( d \xrightarrow{a} d' \) if and only if \( \langle a, d' \rangle \in d \) and
- \( d \uparrow \) if and only if \( \perp \in d \).
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The above definition implies, for \( d \in D \), that if \( d = 1 \) then \( d \Downarrow \) and for all \( a \in Act \) and \( d' \in D \) there is no transition \( d \xrightarrow{a} d' \); whereas if \( d = \{ \bot \} \) then \( d \Uparrow \) and for all \( a \in Act \) and \( d' \in D \) there is no transition \( d \xrightarrow{a} d' \).

Abramsky’s logic for transition systems

Like the Hennessy-Milner logic [93], the idea of Abramsky’s infinitary logic \( \mathcal{L}_{\infty,\infty} \) for transition systems [3] is to obtain a suitable characterization of partial bisimulation in terms of a notion of property of processes: \( p \preceq_{B} q \) if and only if every property satisfied by \( p \) is also satisfied by \( q \). However, the finitary restriction of Abramsky’s logic differs from the finitary Hennessy-Milner logic in the sense that it characterizes the finitary observable part of partial bisimulation for all transition systems.

**Definition 10.2.4** Let \( (a \in) Act \) be a set of actions. The language \( \mathcal{L}_{\infty,\infty} \) over \( Act \) has two sorts: \( \pi \) (processes) and \( k \) (capabilities). We write \( (\phi \in) \mathcal{L}_{\infty,\infty}^{\pi} \) for the class of formulae of sort \( \pi \), and \( (\psi \in) \mathcal{L}_{\infty,\infty}^{k} \) for the class of formulae of sort \( k \), which are defined inductively as follows:

\[
\phi ::= \bigwedge_{I} \phi_{i} \mid \bigvee_{I} \phi_{i} \mid \Box \psi \mid \Diamond \psi
\]

\[
\psi ::= \bigwedge_{I} \psi_{i} \mid \bigvee_{I} \psi_{i} \mid a(\phi),
\]

where \( I \) is an arbitrary index set. If \( I = \emptyset \) then we write \( \top \) for \( \bigwedge_{I} \phi_{i} \) and \( \bigwedge_{I} \psi_{i} \), and we write \( \bot \) for \( \bigvee_{I} \phi_{i} \) and \( \bigvee_{I} \psi_{i} \).

Before we interpret the language \( \mathcal{L}_{\infty,\infty} \) we need the following definitions. For a transition system \( \langle P, Act, \xrightarrow{\rightarrow}, \Uparrow \rangle \) define the set \( \text{Cap} \) of capabilities by

\[
\text{Cap} = \{ \bot \} \cup (Act \times P).
\]

The set of capabilities of a process \( p \in P \) is given by

\[
G(p) = \{ \bot \mid p \Uparrow \} \cup \{ (a, q) \mid p \xrightarrow{a} q \}.
\]

For a transition system \( T = \langle P, Act, \xrightarrow{\rightarrow}, \Uparrow \rangle \), we interpret the language \( \mathcal{L}_{\infty,\infty} \) by means of the satisfaction relations \( \models_{\pi} \subseteq P \times \mathcal{L}_{\infty,\infty}^{\pi} \) and \( \models_{k} \subseteq \text{Cap} \times \mathcal{L}_{\infty,\infty}^{k} \).
defined as follows:

\[
p \models_{\pi} \bigwedge_{I} \phi_{i} \iff \forall i \in I: p \models_{\pi} \phi_{i}
\]

\[
p \models_{\pi} \bigvee_{I} \phi_{i} \iff \exists i \in I: p \models_{\pi} \phi_{i}
\]

\[
p \models_{\pi} \Box \phi \iff p \downarrow \text{ and } \forall c \in C(p): c \models_{k} \phi
\]

\[
p \models_{\pi} \Diamond \phi \iff \exists c \in C(p): c \models_{k} \phi
\]

\[
c \models_{k} \bigwedge_{I} \phi_{i} \iff \forall i \in I: c \models_{k} \phi_{i}
\]

\[
c \models_{k} \bigvee_{I} \phi_{i} \iff \exists i \in I: c \models_{k} \phi_{i}
\]

\[
c \models_{k} a(\phi) \iff c = \langle a, q \rangle \text{ and } q \models_{\pi} \phi.
\]

For a transition system \( T = \langle P, \text{Act}, \rightarrow, \triangledown \rangle \) and formula \( \phi \) of \( \mathcal{L}_{\infty, \infty}^{\pi} \) we write \( [\phi]_{T}^{\pi} \) for \( \{ p \in P \mid p \models_{\pi} \phi \} \). Assertions \( A \) over the language \( \mathcal{L}_{\infty, \infty}^{\sigma} \) are of the form \( \phi \leq_{\sigma} \psi \) or \( \phi =_{\sigma} \psi \) for \( \sigma \in \{ \pi, k \} \) with \( \phi \) and \( \psi \) in \( \mathcal{L}_{\infty, \infty}^{\sigma} \). The satisfaction relation between transition systems \( T \) and assertions is defined by

\[
T \models \phi \leq_{\pi} \psi \iff \forall p \in P: p \models_{\pi} \phi \text{ implies } p \models_{\pi} \psi
\]

\[
T \models \phi =_{\pi} \psi \iff \forall p \in P: p \models_{\pi} \phi \text{ if and only if } p \models_{\pi} \psi
\]

\[
T \models \phi \leq_{k} \psi \iff \forall c \in \text{Cap}: c \models_{k} \phi \text{ implies } c \models_{k} \psi
\]

\[
T \models \phi =_{k} \psi \iff \forall c \in \text{Cap}: c \models_{k} \phi \text{ if and only if } c \models_{k} \psi.
\]

As usual, the satisfaction relation can be extended to classes of transition systems \( \mathcal{T} \) by

\[
\mathcal{T} \models A \iff \forall T \in \mathcal{T}: T \models A.
\]

If \( \mathcal{T} \) is the class of all transition systems then we simply write \( \vdash A \).

Let \( \mathcal{L}_{\omega, \omega} \) be the sub-language of \( \mathcal{L}_{\infty, \infty} \) obtained by the restriction to finite conjunctions and finite disjunctions.

**Theorem 10.2.5** For a transition system \( \langle P, \text{Act}, \rightarrow, \triangledown \rangle \) and \( p, q \) in \( P \),

(i) \( p \leq^{B} q \) if and only if \( \forall \phi \in \mathcal{L}_{\infty, \infty}^{\pi}: p \models \phi \Rightarrow q \models \phi \);
(ii) \( p \preceq^E q \) if and only if \( \forall \phi \in \mathcal{L}_{\delta,\omega}^\pi: p \models \phi \Rightarrow q \models \phi \).

**Proof.** See Theorems 5.6 and 5.8 in [3].  

Next we present a proof system for assertions over \( \mathcal{L}_{\infty,\infty} \). (We omit the sort subscripts.) The following logical axioms give to the language the structure of a large completely distributive lattice.

\[
\begin{align*}
(\leq - \text{ref}) \quad & \phi \leq \phi \\
(= - I) \quad & \phi \leq \psi \land \psi \leq \phi \quad \phi = \psi \\
(\land - I) \quad & \phi \leq \bigwedge_{i \in I} \psi_i \\
& \{ \phi \leq \psi_i \}_{i \in I} \\
(\lor - I) \quad & \bigvee_{i \in I} \phi_i \leq \psi \\
& \{ \phi_i \leq \psi \}_{i \in I}
\end{align*}
\]

\[
\begin{align*}
(\land - \text{dist}) \quad & \bigwedge_{i \in I} \bigvee_{j \in \Phi(I)} \phi_{i,j} = \bigvee_{f \in \Phi(I)} \bigwedge_{i \in I} \phi_{i,f(i)}
\end{align*}
\]

where \( \Phi(I) \) denotes the set of all functions \( f : I \to \bigcup_{i \in I} I_i \) with \( f(i) \in I_i \) for all \( i \in I \). The dual of the \( (\land - \text{dist}) \)-axiom is derivable from these logical axioms [164]. The following modal axioms relate constructors with the logical structure.

\[
\begin{align*}
(a - \leq) \quad & \phi \leq \psi \\
& \diamond \phi \leq a(\psi) \\
(a - \land) \quad & a(\bigwedge_{i \in I} \phi_i) = \bigwedge_{i \in I} a(\phi_i) \quad (I \neq \emptyset) \\
& a(\phi) \land b(\psi) = F \quad (a \neq b) \\
(a - \lor) \quad & a(\bigvee_{i \in I} \phi_i) = \bigvee_{i \in I} a(\phi_i) \\
(\square - \leq) \quad & \phi \leq \psi \\
& \Box \phi \leq \Box \psi \\
(\square - \land) \quad & \Box \bigwedge_{i \in I} \phi_i = \bigwedge_{i \in I} \Box \phi_i \quad (I \neq \emptyset) \\
(\square - \lor) \quad & \Box (\phi \lor \psi) \leq \Box \phi \lor \Box \psi
\end{align*}
\]
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\[
(\Diamond - \leq) \quad \phi \leq \psi \\
(\Diamond - \wedge) \quad \square \phi \land \Diamond \psi \leq \Diamond (\phi \land \psi) \\
(\Diamond - \lor) \quad \Diamond \lor \phi_i = \lor \Diamond \phi_i
\]

We write \( \mathcal{L}_{\infty, \infty} \vdash A \) if the assertion \( A \) of \( \mathcal{L}_{\infty, \infty} \) is derivable from the above axioms and rules.

**Theorem 10.2.6 (Soundness)** If \( \mathcal{L}_{\infty, \infty} \vdash A \) then \( \models A \).

**Proof.** See Theorem 4.2 in [3]. \qed

Next we turn to the finitary logic \( \mathcal{L}_{\omega, \omega} \) in order to prove the reverse of the above result for the class of all transition systems.

Define the *syntactic equivalence* \( \sim \) on formulae of \( \mathcal{L}_{\omega, \omega}^\pi \) by

\[
\phi_1 \sim \phi_2 \text{ if and only if } \mathcal{L}_{\omega, \omega}^\pi \vdash \phi_1 =_{\pi} \phi_2.
\]

Clearly, \( \sim \) is an equivalence relation. Let \([\phi]\) be the equivalence class of \( \phi \) under \( \sim \), and denote the set of \( \sim \) equivalence classes by \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \). There are natural operations making \( \mathcal{L} \mathcal{A}_{\omega, \omega}^{\pi} \) a distributive lattice. To show this, we define an order \( \leq \) on \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \) by

\[
[\phi_1] \leq [\phi_2] \text{ if and only if } \mathcal{L}_{\omega, \omega}^\pi \vdash \phi_1 \leq_{\pi} \phi_2.
\]

It can be checked that \( \leq \) is a well-defined order relation. Notice that the poset \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \) has greatest and least elements given by the equivalence classes of all theorems in \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \) and of all non-derivable formulae in \( \mathcal{L} \mathcal{A}_{\omega, \omega}^{\pi} \), respectively. The next step is to define join and meet in \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \):

\[
[\phi_1] \lor [\phi_2] =_{\text{def}} [\phi_1 \lor \phi_2] \text{ and } [\phi_1] \land [\phi_2] =_{\text{def}} [\phi_1 \land \phi_2].
\]

The above operations are well-defined. Moreover, by the logical axioms, it follows that the join and the meet of the poset \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \) are given by the above \( \lor \) and \( \land \), and that the poset \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \) is in fact a distributive lattice. We call the lattice \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \) the *Lindenbaum algebra* of \( \mathcal{L}_{\omega, \omega}^\pi \).
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Since $\mathcal{LA}_{\omega,\omega}^\pi$ is a distributive lattice, it can be represented by a spectral space. The following fundamental result shows that the finitary logic $\mathcal{L}_{\omega,\omega}^\pi$ does indeed correspond exactly to the SFP-domain $\mathcal{D}$ defined in the previous section and taken with the Scott topology.

**Theorem 10.2.7** Let $\mathcal{KO}(\mathcal{D})$ be the distributive lattice of Scott compact open sets of $\mathcal{D}$ ordered by subset inclusion. The function $\gamma: \mathcal{LA}_{\omega,\omega}^\pi \rightarrow \mathcal{KO}(\mathcal{D})$ defined, for $\phi$ in $\mathcal{L}_{\omega,\omega}^\pi$, by

$$
\gamma([\phi]) = \llbracket \phi \rrbracket_D
$$

is a well-defined order isomorphism.

**Proof.** See Theorem 4.3 in [3]. □

As already suggested by Lemma 8.2.8, the proof of the spatiality of the distributive lattice $\mathcal{LA}_{\omega,\omega}^\pi$ is equivalent to completeness of the underlying logical system. Indeed, (strong) completeness of $\mathcal{L}_{\omega,\omega}^\pi$ is an immediate consequence of the soundness Theorem 8.2.7 and of the above duality result.

**Theorem 10.2.8** (Completeness) Let $\mathcal{T}$ be any class of transition systems containing $\mathcal{D}$. For $\phi_1$ and $\phi_2$ in $\mathcal{L}_{\omega,\omega}^\pi$, $\mathcal{T} \models \phi_1 \leq \phi_2$ if and only if $\mathcal{L}_{\omega,\omega}^\pi \models \phi_1 \leq \phi_2$.

**Proof.** For $\phi_1$ and $\phi_2$ in $\mathcal{L}_{\omega,\omega}^\pi$, we have,

$$
\mathcal{D} \models_\pi \phi_1 \leq_\pi \phi_2 \iff \llbracket \phi_1 \rrbracket_D \leq \llbracket \phi_2 \rrbracket_D \iff \gamma([\phi_1]) \subseteq \gamma([\phi_2]) \quad \text{[definition of $\gamma$]}
\iff [\phi_1] \leq [\phi_2] \quad \text{[\gamma is an order isomorphism]}
\iff \mathcal{L}_{\omega,\omega}^\pi \models \phi_1 \leq_\pi \phi_2. \quad \text{[definition of $\mathcal{L}_{\omega,\omega}^\pi$]}
$$

□

We conclude this section by showing that the SFP-domain $\mathcal{D}$ can be used as semantic domain for all transition systems. Let $\mathcal{T} = \langle P, Act, \rightarrow, \uparrow \rangle$ be a transition system and let $p \in P$. The set

$$
TS(p) = \{[\phi] \in \mathcal{LA}_{\omega,\omega}^\pi \mid p \models_\pi \phi\}
$$
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is a prime filter of the distributive lattice $\mathcal{L}_{\omega,\omega}$. Hence, by Theorem 10.2.7, it corresponds uniquely to an element in $\mathcal{D}$. Thus, the assignment $p \mapsto TS(p)$ defines a function $TS[\cdot] : P \to D$ which is unique among all functions $f : P \to D$ such that

$$p \models \phi \text{ if and only if } f(p) \models \phi,$$

for all $p \in P$ and $\phi \in \mathcal{L}_{\omega,\omega}^\pi$ [3, Theorem 5.21]. By the characterization Theorem 10.2.5, it follows that $p$ and $TS[p]$ are equivalent in the finitary preorder $\preceq^P$. Hence the function $TS[\cdot] : P \to D$ can be regarded as a syntax-free semantics which is universal because it is defined for every transition system.

### 10.3 Compactly branching transition systems

Theorem 10.2.8 gives a completeness result for $\mathcal{L}_{\omega,\omega}$. In this section we derive a completeness result for $\mathcal{L}_{\omega,\omega}$, the sub-language of $\mathcal{L}_{\infty,\infty}$ which allows infinite disjunctions but has only finite conjunctions. It is possible to express useful properties in this language that cannot be expressed in $\mathcal{L}_{\omega,\omega}$. Consider properties of a transition system $\langle P, \operatorname{Act}, \rightarrow, \top \rangle$ like ‘the process $p$ converges’, ‘every $a$-path starting from $p$ is finite’, or ‘along every $a$-path starting from $p$ eventually $\psi$ holds’. The finitary language $\mathcal{L}_{\omega,\omega}^\pi$ is too weak to formalize these properties, which however can be expressed in the infinitary language $\mathcal{L}_{\infty,\infty}$ by

- $p \models \Box a(tt)$;
- $p \models \forall n \in \omega \phi_n$, where $\begin{cases} \phi_0 = \top \text{ and } \\ \phi_{n+1} = \Box(a(\phi_n) \lor \forall \operatorname{Act}\setminus\{a\} b(tt)) \end{cases}$;
- $p \models \forall n \in \omega \phi_n$, where $\begin{cases} \phi_0 = \top \text{ and } \\ \phi_{n+1} = \psi \land (\Box a(tt) \lor \Box(a(\phi_n) \lor \forall \operatorname{Act}\setminus\{a\} b(tt))) \end{cases}$.

What we need is a language which allows more general formulae. An example is $\mathcal{L}_{\omega,\omega}$, the sub-language of $\mathcal{L}_{\infty,\infty}$ which allows infinite disjunctions but has only finite conjunctions. Adding expressive power to the finitary logic should not change our main motivation for its introduction: it should characterize the finitary observable part of partial bisimulation. We introduce the following scheme over $\mathcal{L}_{\omega,\omega}$ which restricts the class of transition systems and allows to write any formula in $\mathcal{L}_{\omega,\omega}$ as disjunctions (possibly infinite) of finitary
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formulae in $\mathcal{L}_{\omega,\omega}$:

$$(BN)\quad \Box \bigvee_{i} \phi_i \leq \bigvee_{J \in \text{Fin}(I)} \Box \bigvee_{j} \phi_j \quad (\phi_i \in \mathcal{L}_{\omega,\omega})$$

where $\text{Fin}(I)$ is the set of all finite subsets of $I$. The intuition behind the above axiom scheme is that of bounded nondeterminism. Indeed $(BN)$ is equivalent to requiring that the $\Box$ operator is Scott continuous. Semantically, it corresponds to a statement of compactness (and hence of bounded non-determinism [160,179]): Let $T = \langle P, \text{Act}, \rightarrow, \uparrow \rangle$ be a transition system and let $\mathcal{O}(T)$ denote the set of all $\langle \phi \rangle^\pi_T$ for $\phi$ in $\mathcal{L}_{\omega,\omega}^\pi$. Clearly, $\mathcal{O}(T)$ forms a topology on $P$. Transition systems together with a topology are introduced in the context of modal logic in [65], where, in a restricted form, the direction from left to right of the next lemma is proved (the proof of the other direction can been found in [45]).

**Lemma 10.3.1** A transition system $T = \langle P, \text{Act}, \rightarrow, \uparrow \rangle$ satisfies $(BN)$ if and only if for all $p \in P$ such that $p \downarrow$ the set

$$Br(p) = \{ q \in P \mid \exists a \in \text{Act}: p \xrightarrow{a} q \}$$

is compact in the topology $\mathcal{O}(T)$.

**Proof.** Assume $T$ satisfies $(BN)$, take a $p \in P$ with $p \downarrow$ and $Br(p) \subseteq \bigcup_J [\phi_j]^\pi_T$. Then $p \models \Box \bigvee_{i} \phi_i$. Hence, by $(BN)$, $p \models \bigvee_{J \in \text{Fin}(I)} \Box \bigvee_{j} \phi_j$, that is, $Br(p) \subseteq \bigcup_J [\phi_j]^\pi_T$ for a finite subset $J$ of $I$. Hence $Br(p)$ is compact in $\mathcal{O}(T)$.

Conversely, assume that if $p \downarrow$ then the set $Br(p)$ is compact in the topology $\mathcal{O}(T)$, and let $p \models \Box \bigvee_{i} \phi_i$. Since $p$ converges, $Br(p) \subseteq \bigcup_I [\phi_i]^\pi_T$. But $Br(p)$ is compact, hence $Br(p) \subseteq \bigcup_J [\phi_j]^\pi_T$ for some finite subset $J$ of $I$. It follows that $p$ satisfies $(BN)$. □

A transition system is called **compactly branching** if it satisfies all instances of $(BN)$. Every weakly finitely branching transition system is compactly branching [3] (a transition system $\langle P, \text{Act}, \rightarrow, \uparrow \rangle$ is said to be **weakly finitely branching** if for all $p \in P$,

$$p \downarrow \text{ implies } \{ q \in P \mid \exists a \in \text{Act}: p \xrightarrow{a} q \}$$
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is finite). Using the duality Theorem 10.2.7 and the definition of the Plotkin powerdomain, it is immediate to see that the transition system induced by the SFP-domain \( D \) is compactly branching even if it is not weakly finite branching.

**Lemma 10.3.2** For every formula \( \phi \) in \( \mathcal{L}_{\omega, \infty}^\pi \) there exist formulae \( \phi_i \in \mathcal{L}_{\omega, \omega} \) with \( i \in I \) such that \( \mathcal{L}_{\omega, \infty}^\pi + (BN) \vdash \phi = \bigvee_I \phi_i \).

**Proof.** Adapt Lemma 5.17 of [3]. □

The above lemma together with the soundness Theorem 8.2.7, the definition of the satisfaction relation, and the characterization Theorem 10.2.5, imply that for compactly branching transition systems \( \langle P, \text{Act}, \to , \dagger \rangle \) and processes \( p, q \) in \( P \),

\[
p \preceq^F q \quad \text{if and only if} \quad \forall \phi \in \mathcal{L}_{\omega, \infty}^\pi : p \models \phi \iff q \models \phi.
\]

The next step is to prove the completeness of the logic \( \mathcal{L}_{\omega, \infty}^\pi \) for the class of compactly branching transition systems. We proceed as for the finite case: define the syntactic equivalence \( \sim \) on formulae of \( \mathcal{L}_{\omega, \infty}^\pi \) by

\[
\phi_1 \sim \phi_2 \quad \text{if and only if} \quad \mathcal{L}_{\omega, \infty}^\pi + (BN) \vdash \phi_1 =_{\pi} \phi_2.
\]

Let \( \mathcal{L} \mathcal{A}_{\omega, \infty}^\pi \) be the Lindenbaum algebra of \( \mathcal{L}_{\omega, \infty}^\pi \) with as objects equivalence classes of formulae in \( \mathcal{L}_{\omega, \infty}^\pi \) under \( \sim \), ordered by

\[
[\phi_1] \leq [\phi_2] \quad \text{if and only if} \quad \mathcal{L}_{\omega, \infty}^\pi + (BN) \vdash \phi_1 \leq_{\pi} \phi_2.
\]

The poset \( \mathcal{L} \mathcal{A}_{\omega, \infty}^\pi \) is a frame with meets and joins defined as expected.

**Lemma 10.3.3** The frame \( \mathcal{L} \mathcal{A}_{\omega, \infty}^\pi \) is free over the distributive lattice \( \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \).

**Proof.** For every frame \( F \) and function \( f : \mathcal{L} \mathcal{A}_{\omega, \omega}^\pi \to F \) preserving finite meets and finite joins, define \( h : \mathcal{L} \mathcal{A}_{\omega, \infty}^\pi \to F \) by \( h(\phi) = \bigvee_I f(\phi_i) \) where, using Lemma 10.3.2, \( [\phi] = \bigvee_I [\phi_i] \) with \( \phi_i \in \mathcal{L}_{\omega, \omega}^\pi \). By definition, \( h \) preserves joins and \( h(\phi) = f(\phi) \) for all \( \phi \) in \( \mathcal{L}_{\omega, \omega}^\pi \). Moreover, \( h \) preserves finite meets:

\[
h([\phi] \land [\phi']) = h(\bigvee_I \phi_i \land \bigvee_J \phi'_j) \quad \text{[Lemma 10.3.2]}
\]
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\[ h(\bigvee_{i \in J} [\phi_i \land \phi'_j]) \]  
\[ = \bigvee_{i \in J} f([\phi_i \land \phi'_j]) \]  
\[ = \bigvee_{i \in J} (f([\phi_i]) \land f([\phi'_j])) \]  
\[ = \bigvee_{i \in J} (h([\phi_i]) \land h([\phi'_j])) \]  
\[ = \bigvee_{i} h([\phi_i]) \land \bigvee_{j} h([\phi'_j]) \]  
\[ = h([\phi]) \land h([\phi']). \]

Hence \( h \) is the unique frame morphism such that \( h \circ \iota = f \), where \( \iota : \mathcal{L}A_{\omega,\omega}^\pi \to \mathcal{L}A_{\omega,\omega,\omega}^\pi \) is the obvious inclusion function. \( \square \)

We can now draw an interesting consequence of the finitary axiom (BN).

**Lemma 10.3.4** The assignment \( \phi \mapsto [\phi]^\pi_D \) defines a unique order isomorphism \( \gamma^+: \mathcal{L}A_{\omega,\omega}^\pi \to \mathcal{O}(\mathcal{D}) \) such that \( \gamma^+([\phi]) = \gamma([\phi]) \) for all \( \phi \) in \( \mathcal{L}A_{\omega,\omega}^\pi \).

**Proof.** Because \( \mathcal{D} \) is an SFP-domain, when taken with its Scott topology it forms a spectral space. Hence the lattice of Scott open sets \( \mathcal{O}(\mathcal{D}) \) is the free frame over the distributive lattice of Scott compact open sets \( \mathcal{K}O(\mathcal{D}) \), which, by Lemma 10.2.7, is order isomorphic to the Lindenbaum algebra \( \mathcal{L}A_{\omega,\omega}^\pi \). But \( \mathcal{L}A_{\omega,\omega,\omega}^\pi \) is the free frame over the distributive lattice \( \mathcal{L}A_{\omega,\omega}^\pi \) (Lemma 10.3.3), hence \( \mathcal{O}(\mathcal{D}) \) is order isomorphic to \( \mathcal{L}A_{\omega,\omega,\omega}^\pi \). The isomorphism is given by the unique extension \( \gamma^+ \) of the map \( \gamma : \mathcal{L}A_{\omega,\omega}^\pi \to \mathcal{K}O(\mathcal{D}) \) given in Lemma 10.3.3. Using Lemma 10.3.2 and the soundness Theorem 10.2.6, it can be characterized by

\[ \gamma^+([\phi]) = \bigvee_{i} \gamma([\phi_i]) = \bigvee_{i} [\phi_i]^\pi_D = [\bigvee_{i} \psi_i]^\pi_D = [\phi]^\pi_D, \]

for all \( \phi \) in \( \mathcal{L}A_{\omega,\omega}^\pi \). \( \square \)

Soundness of the logical system associated to \( \mathcal{L}A_{\omega,\omega,\omega}^\pi \) including the scheme (BN) follows from Theorem 10.2.6 and the definition of compactly branching transition systems. In a way similar to the completeness Theorem 10.2.8, completeness follows from the duality Lemma 10.3.4.
Theorem 10.3.5 (Completeness) Let \( CB \) be any class of compactly branching transition systems containing \( D \). For \( \phi_1 \) and \( \phi_2 \) in \( L_{\omega, \omega}^\pi \), \( CB \models \phi_1 \leq \phi_2 \) if and only if \( L_{\omega, \omega}^\pi + (BN) \vdash \phi_1 \leq \phi_2 \). □

10.4 Finitary transition systems

The language \( L_{\omega, \omega} \) is more expressive than the finitary language \( L_{\omega, \omega} \). Next we consider the even more expressive language \( L_{\omega, \omega} \). For example, given a transition system \( \langle P, \text{Act}, \rightarrow, \uparrow \rangle \) we can specify in \( L_{\omega, \omega} \) properties like ‘there exists an infinite \( a \)-path starting from the process \( p \)’, and ‘at any point of any path starting from \( p \) an \( a \)-transition is always possible’, respectively by

- \( p \models \bigwedge_{n \in \omega} \phi_n \), where \( \begin{cases} \phi_0 = tt \quad \text{and} \\ \phi_{n+1} = \Diamond a(\phi_n) \end{cases} \)

- \( p \models \bigwedge_{n \in \omega} \phi_n \), where \( \begin{cases} \phi_0 = tt \quad \text{and} \\ \phi_{n+1} = \Diamond a(\phi_n) \land \bigwedge_{\text{Act}} (\Box b(\phi_n) \lor \bigvee_{\text{Act}\setminus\{b\}} c(tt)) \end{cases} \)

This kind of properties cannot be represented by open sets, but they can be expressed by sets which are saturated with respect to the topology \( O(T) \) associated to the transition system \( T \). By using results on observation frames, we can prove a completeness result following the same pattern as for the completeness result of \( L_{\omega, \omega} \).

We begin with the introduction of two finitary axiom schemes over \( L_{\omega, \omega} \). These schemes will restrict the class of transition systems under consideration, and will allow us to write a formula in \( L_{\omega, \omega} \) as a conjunction of disjunctions of finitary formulae in \( L_{\omega, \omega} \):

\[
(BN) \quad \Box \forall_I \phi_i \leq \forall_{J \in \text{Fin}(I)} \Box \forall_J \phi_j \quad (\phi_i \in L_{\omega, \omega})
\]

\[
(FA) \quad \bigwedge_{J \in \text{Fin}(I)} \Diamond \forall_J \phi_j \leq \Diamond \bigwedge_I \phi_i \quad (\phi_i \in L_{\omega, \omega}),
\]

where \( \text{Fin}(I) \) is the set of all finite subsets of \( I \). The axiom scheme \((FA)\) is the dual of \((BN)\). While the axiom \((BN)\) is related to the width of a computation, the axiom \((FA)\) is related to the length of it. The latter is analogous to the requirement that we cannot distinguish a set from its closure by means of compact open sets [66] (thinking of each \( \phi_i \) as a compact open set, or, equivalently, as a finite observable property). It can be understood as a notion
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of finite approximation. For example, every weakly finite branching transition system with no infinite transition sequences satisfies both \((BN)\) and \((FA)\). An example of this kind of transition system is given by the set of finite synchronization trees. In general, a transition system which satisfies all instances of \((BN)\) and \((FA)\) is called finitary. The main example of finitary transition systems (which has infinite transition sequences) is given by the transition system induced by the SFP-domain \(\mathcal{D}\) (Theorem 5.15 in [3]).

There are two reasons for considering finitary transitions systems. Semantically, finitary transitions systems are exactly those transition systems for which \(\preceq^F\) and \(\preceq^B\) coincide (see Lemma 10.4.2). Logically, the axioms \((BN)\) and \((FA)\) allow us to rewrite a formula in \(\mathcal{L}_{\omega,\omega}^\pi\) as a conjunction of disjunctions of formulae in \(\mathcal{L}_{\omega,\omega}^\pi\). This fact will be essential in the proof of our completeness results.

**Lemma 10.4.1** For each \(\phi\) in \(\mathcal{L}_{\omega,\omega}^\pi\) there exist formulae \(\phi_i \in \mathcal{L}_{\omega,\omega}^\pi\), \(i \in I\), such that \(\mathcal{L}_{\omega,\omega}^\pi + (BN) + (FA) \vdash \phi =_\pi \land_I \phi_i\).

**Proof.** See Lemma 5.17 of [3] and Lemma 10.3.2. \(\square\)

An immediate consequence of the above lemma is the following characterization property. For a finitary transition system \(\langle P, Act, \rightarrow, \sqcup \rangle\) and \(p, q\) in \(P\),

\[ p \preceq^F q \text{ if and only if } \forall \phi \in \mathcal{L}_{\omega,\omega}^\pi: p \models \phi \Rightarrow q \models \phi. \]

By Theorem 10.2.5 it follows that for finitary transition systems, \(\preceq^F\) and \(\preceq^B\) coincide, while, by the duality Theorem 10.2.7, it follows that the order of \(\mathcal{D}\), which is equivalent to the specialization order of \(\mathcal{O}(\mathcal{D})\), coincides with the finitary preorder \(\preceq^F\). Therefore, in \(\mathcal{D}\), \(d_1 \leq d_2\) if and only if \(d_1 \preceq^B d_2\), that is, \(\mathcal{D}\) is internally fully abstract with respect to partial bisimulation. Finitary transition systems can be characterized in terms of partial bisimulation as follows.

**Lemma 10.4.2** For any transition system \(T = \langle P, Act, \rightarrow, \sqcup \rangle\) the following conditions are equivalent:

(i) \(T\) is finitary,

(ii) for all \(p \in P\), \(p \preceq^B TS[p]\) and \(TS[p] \preceq^B p\),
(iii) the finitary preorder \( \leq^F \) coincides with bisimulation preorder \( \leq^B \) in the transition system obtained as the disjoint union of \( T \) and \( D \).

**Proof.** See Lemma 5.22 of [3]. \( \square \)

In the last condition of the above lemma we need to consider the disjoint union of \( T \) and \( D \) because \( T \) alone may not have enough processes to prove the equivalence between \( \leq^F \) and \( \leq^B \).

To prove the completeness of the logic \( \mathcal{L}_{\omega, \infty}^\pi \) for the class of finitary transition systems, define the syntactic equivalence \( \sim \) on formulae of \( \mathcal{L}_{\omega, \infty}^\pi \) by

\[
\phi_1 \sim \phi_2 \text{ if and only if } \mathcal{L}_{\omega, \infty}^\pi + (BN) + (FA) \vdash \phi_1 =_{\pi} \phi_2.
\]

Also, define the Lindenbaum algebra \( \mathcal{LA}_{\omega, \infty}^\pi \) to be the set of equivalence classes of formulae in \( \mathcal{L}_{\omega, \infty}^\pi \) under \( \sim \), ordered by

\[
[\phi_1] \leq [\phi_2] \text{ if and only if } \mathcal{L}_{\omega, \infty}^\pi + (BN) + (FA) \vdash \phi_1 \leq_{\pi} \phi_2.
\]

The logical axioms say that the poset \( \mathcal{LA}_{\omega, \infty}^\pi \) is a completely distributive lattice. By Lemma 10.4.1 and with a proof similar to the proof of Lemma 10.3.3, it is not hard to see that \( \mathcal{LA}_{\omega, \infty}^\pi \) enjoys universal properties.

**Lemma 10.4.3** The completely distributive lattice \( \mathcal{LA}_{\omega, \infty}^\pi \) is free over the frame \( \mathcal{LA}_{\omega, \infty}^\pi \). \( \square \)

By Theorem 9.3.1 it follows that the inclusion function

\[
i : \mathcal{LA}_{\omega, \infty}^\pi \hookrightarrow \mathcal{LA}_{\omega, \infty}^\pi
\]

is the free observation frame over \( \mathcal{LA}_{\omega, \infty}^\pi \).

**Lemma 10.4.4** The assignment \( [\phi] \mapsto \llbracket \phi \rrbracket_D^\pi \) defines the unique order isomorphism \( \gamma^* : \mathcal{LA}_{\omega, \infty}^\pi \rightarrow \mathcal{Q}(D) \) such that \( \gamma^*(\llbracket \phi \rrbracket^\pi) = \gamma([\phi]) \) for all \( \phi \in \mathcal{L}_{\omega, \infty}^\pi \).

**Proof.** Because \( D \) is an SFP-domain, if it is equipped with the Scott topology then it forms a sober space. Hence, by Theorem 9.3.6, the lattice of saturated sets \( \mathcal{Q}(D) \) is the free completely distributive lattice over the frame of Scott
open sets $\mathcal{O}(D)$, which, by Lemma 10.3.4, is order isomorphic to the Lindenbaum algebra $\mathcal{L}_\omega^\pi$. But $\mathcal{L}_\infty^\pi$ is the free completely distributive lattice over the frame $\mathcal{L}_\infty^\pi$ (Lemma 10.4.3), and hence $\mathcal{O}(D)$ is order isomorphic to $\mathcal{L}_\infty^\pi$. The isomorphism is given by the unique extension $\gamma^*$ of the function $\gamma^+: \mathcal{L}_\infty^\pi \to \mathcal{O}(D)$ which can be characterized (using Lemma 10.3.2, the soundness Theorem 10.2.6, and the duality Theorem 10.3.4) by

$$
\gamma^*([\phi]) = \bigcap_I \gamma^+([\phi_I]) = \bigcap_I [\psi_I]^\pi_D = \bigcap_I [\phi]^\pi_D,
$$

for all $\phi$ in $\mathcal{L}_\infty^\pi$. □

As before, soundness of the logical system associated with $\mathcal{L}_\infty^\pi$ including both the finitary schemes (BN) and (FA) follows from Theorem 10.2.6 and from the definition of finitary transition systems. In a similar way to the proof of the completeness Theorem 10.2.8, completeness follows from the above duality result.

**Theorem 10.4.5 (Completeness)** Let $\mathcal{FT}$ be any class of finitary transition systems containing $D$. For $\phi_1$ and $\phi_2$ in $\mathcal{L}_\infty^\pi$, $\mathcal{FT} \models \phi_1 \leq \phi_2$ if and only if $\mathcal{L}_\infty^\pi + (BN) + (FA) \vdash \phi_1 \leq \phi_2$. □

### 10.5 Concluding notes

In this chapter we extended Abramsky’s finitary domain logic for transition systems to an infinitary domain logic, the latter being a syntactical representation of the lattice of saturated sets of a particular SFP-domain. This logic is more expressive than the finitary one even for the class of finitary transition systems, and it can be used as a specification formalism. Our main motivation for the introduction of an infinitary domain logic as specification formalism is not to improve over the known specification tools but rather to analyse them by means of general and reusable mathematical notions of topology and domain theory (examples in this direction include a domain logic for Gamma [75] which was originally formulated as a transition assertion logic [64], and a domain logic for a shared-variable parallel language [199] which was originally formulated by Brookes [49]). This is part of Abramsky’s general programme of connecting domain theory and operational notions of observability with denotational semantics and program logics.
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While logics of compact opens are finite, logics for the whole lattice of saturated sets are too big to be represented by finite syntax. The same holds for the lattice of open sets. For semantics pourpose, a better approach would be to extend Abramsky’s finitary language with both a greatest fixed point operator and a least fixed point operator to describe some of the saturated sets.

The present chapter does not deal with a formal comparison between Abramsky’s logic and Hennessy-Milner logic for transition systems. Such a comparison can be found in [3], where \( \mathcal{L}_{\infty, \infty} \) is proved equivalent to the infinitary Hennessy-Milner logic in the sense that a process of a transition system satisfies a formula of Abramsky’s logic if and only if it satisfies the equivalent formula in the Hennessy-Milner logic. As a consequence, the complete distributive lattice induced by the (ordinary) interpretation of the infinitary Hennessy-Milner logic coincides with the one induced by the infinitary Abramsky’s logic. Thus the infinitary Hennessy-Milner logic extended with the axiom schemas \((BN)\) and \((FA)\) is isomorphic to the completely distributive lattice of saturated sets of the SFP-domain \( \mathcal{D} \).

The techniques we used in this chapter are general and can be applied to every logic based on a topological interpretation. Below we explain how to get an infinitary extension of a finitary logic step by step.

Let \( \mathcal{L} \) be a language closed with respect to the binary operations \( \land \) and \( \lor \), and such that both \( tt \) and \( ff \) are in \( \mathcal{L} \). Assume that \( \mathcal{L} \) comes equipped with a preorder \( \leq \) and a set of logical axioms which gives to \( (\mathcal{L}, \leq) \) the structure of a distributive lattice such that \( \land \) defines the binary meet, \( \lor \) defines the binary join, \( tt \) is the top element and \( ff \) is the bottom element. It follows that the Lindenbaum algebra \( \mathcal{L}A \) of \( \mathcal{L} \) is a distributive lattice and hence is isomorphic in \( \textbf{DLat} \) to the set of compact opens \( \mathcal{K}O(X) \) for a spectral space \( X \). This isomorphism defines a canonical interpretation function

\[
[\cdot]_\mathcal{L} : \mathcal{L} \rightarrow \mathcal{K}O(X)
\]

mapping every element \( p \in \mathcal{L} \) to the compact open that is isomorphic to the equivalence class corresponding to \( p \) in the Lindenbaum algebra of \( \mathcal{L} \).

The goal is to extend \( \mathcal{L} \) to a language \( \mathcal{L}^E \) closed with respect to the infinitary operations \( \land \) and \( \lor \) in a way that a ‘canonical’ interpretation function \( [\cdot]_{\mathcal{L}^E} \) can be defined from \( \mathcal{L}^E \) to the lattice \( \mathcal{Q}(X) \) of saturated sets of \( X \) such that \( [\cdot]_{\mathcal{L}^E} \) restricted to \( \mathcal{L} \) coincides with \( [\cdot]_{\mathcal{L}} \).
Chapter 10. An infinitary domain logic for transition systems

To this end axioms and rules must be defined on $\mathcal{L}^E$: logical axioms to give $(\mathcal{L}^E, \preceq)$ the structure of a completely distributive lattice, and structural axioms to relate $\land$ and $\lor$ with the other constructors of $\mathcal{L}$. This last step is the ‘creative part’ of the enterprise. The criterion is that the resulting Lindenbaum algebra $\mathcal{L}.\mathcal{A}^E$ of the extended language $\mathcal{L}^E$ must be the free completely distributive lattice over the distributive lattice $\mathcal{L}.\mathcal{A}$. If this is the case then we can use

(i) the characterization of spectral spaces in terms of the free frames of opens, and
(ii) the characterization of sober spaces in terms of the free completely distributive lattice of saturated sets

to obtain the canonical isomorphism

$$[\cdot]_{\mathcal{L}^E} : \mathcal{L}^E \to \mathcal{Q}(X)$$

such that $[p]_{\mathcal{L}^E} = [p]_\mathcal{L}$ for every $p \in \mathcal{L}$.

It is a topic for future work to provide infinitary domain logics for the specific languages of Abramsky for properties, typed terms, and morphisms. They are interpreted, respectively, as compact opens of SFP-domains, elements of SFP-domains, and morphisms between SFP-domains freely generated by means of a language of type expressions.
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Selected notation

\( (v \in) IVar \) Set of individual variables.
\( (e \in) Exp \) Set of expressions.
\( (b \in) BExp \) Set of Boolean expressions.
\( (x \in) PVar \) Set of procedure variables.
\( Val \) Set of values.
\( (s, t \in) St \) Set of states.

\( \mathcal{E}_v \) Valuation of expressions.
\( \mathcal{B}_v \) Valuation of Boolean expressions.

\( (S \in) Stat \) Collection of statements.
\( (G \in) GStat \) Collection of guarded statements.
\( (d \in) Decl \) Collection of declarations.
\( \mathcal{L} = Decl \times Stat \) Programming language.

\( \mathcal{P}(X) \) Collection of all subsets of \( X \).
\( \mathcal{P}_{fin}(X) \) Collection of all finite subsets of \( X \).

\( \mathcal{P}_{co}(X) \) Compact powerdomain of a metric space \( X \).
\( \mathcal{P}_{cl}(X) \) Closed powerdomain of a metric space \( X \).

\( \mathcal{P}_l(X) \) Lower powerspace of a topological space \( X \).
\( \mathcal{P}_u(X) \) Upper powerspace of a topological space \( X \).
\( \mathcal{P}_{u co}(X) \) Compact upper powerspace of a topological space \( X \).
$\mathcal{P}_c(X)$ Convex powerspace of a topological space $X$.
$\mathcal{P}_c^c(X)$ Compact convex powerspace of a topological space $X$.

$\mathcal{H}(X)$ Hoare powerdomain of an algebraic cpo $X$.
$\mathcal{S}(X)$ Smyth powerdomain of an algebraic cpo $X$.
$\mathcal{E}(X)$ Plotkin powerdomain of an algebraic cpo $X$.

$(o, u \in) \mathcal{O}(X)$ Topology on a set $X$.
$\mathcal{O}_s(X)$ Scott topology on a dcpo $X$.
$\mathcal{O}_A(X)$ Alexandrov topology on a poset $X$.
$\mathcal{K}\mathcal{O}(X)$ Compact open subsets of $(X, \mathcal{O}(X))$.
$(q \in) \mathcal{Q}(X)$ Saturated subsets of $(X, \mathcal{O}(X))$.
$\mathcal{K}\mathcal{Q}(X)$ Compact saturated subsets of $(X, \mathcal{O}(X))$.
$(c \in) \mathcal{C}(X)$ Closed subsets of $(X, \mathcal{O}(X))$.

$L_o$ Sub-basic open in the lower topology.
$U_o$ Basic open in the upper topology.

$Fr(X)$ Free frame over a set $X$.
$Fr(G|R)$ Frame presented by a set of generators $G$ and a set of relations $R$.

$CDL(X)$ Free completely distributive lattice over a set $X$.
$CDL(G|R)$ Completely distributive lattice presented by a set of generators $G$ and a set of relations $R$.

$\bar{F}$ Free completely distributive lattice over a frame $F$.

$f^{\circ} : Fr(X) \to CDL(Y)$ Free observation frame over an onto map $f : X \to Y$.

$Pt(\alpha)$ $\mathcal{T}_0$ space induced by an observation frame $\alpha$.
$Pt_s(F)$ Sober space induced by a frame $F$.
$\Omega(X)$ Observation frame induced by a space $X$.
$\mathcal{O}(X)$ Frame induced by a space $X$.

$(\sigma, \tau \in) ST(X, Y)$ State transformers for specification from $X$ to $Y$.
$(\sigma, \tau \in) ST_H(X, Y)$ Hoare state transformers from $X$ to $Y$.
$(\sigma, \tau \in) ST_S(X, Y)$ Smyth state transformers from $X$ to $Y$.
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Selected notation

\((\sigma, \tau \in) \mathcal{ST}^\text{fn}_S(X, Y)\) Finitary Smyth state transformers from \(X\) to \(Y\).

\((\sigma, \tau \in) \mathcal{ST}_E(X, Y)\) Egli-Milner state transformers from \(X\) to \(Y\).

\((\sigma, \tau \in) \mathcal{ST}^\text{fn}_E(X, Y)\) Finitary Egli-Milner state transformers from \(X\) to \(Y\).

\((\sigma, \tau \in) \Sigma_2\) Metric state transformers with resumptions.

\((\pi, \rho \in) \mathcal{PT}(Y, X)\) Predicate transformers from predicates on \(Y\) to predicates on \(X\).

\((\pi, \rho \in) \mathcal{PT}_M(Y, X)\) Monotonic predicate transformers from predicates on \(Y\) to predicates on \(X\).

\((\pi, \rho \in) \mathcal{PT}_T(Y, X)\) Total correctness predicate transformers from predicates on \(Y\) to predicates on \(X\).

\((\pi, \rho \in) \mathcal{PT}_P(Y, X)\) Partial correctness predicate transformers from predicates on \(Y\) to predicates on \(X\).

\((\pi, \rho \in) \mathcal{MPT}(Y, X)\) Metric predicate transformers from predicates on \(Y\) to predicates on \(X\).

\((\pi, \rho \in) \Pi_2\) Metric predicate transformers with resumptions.

\(\lesssim\) Preorder.

\(\lesssim_\mathcal{O}\) Specialization preorder on topological space.

\(\lesssim^B\) Partial bisimulation (for transition systems).

\(\lesssim^\omega\) Observable equivalence (for transition systems).

\(\lesssim^F\) Finitary preorder (for transition systems).

\(P \subseteq_{\text{fn}} Q\) \(P\) is a finite subset of the set \(Q\).

\(P^\text{tc}\) Enhancement for total correctness of a predicate \(P\).

\(P^\text{pc}\) Enhancement for partial correctness of a predicate \(P\).

\(P^\text{lin}\) Linear enhancement of a predicate \(P\).

\(B_\epsilon(x)\) \(\epsilon\)-ball centered in \(x\).

\((b \in) \mathcal{K}(X)\) Compact (finite) elements of a dcpo \(X\).

\(\text{Idl}(X)\) Ideal completion of a poset \(X\).

\((n, m \in) \mathbb{N}\) Set of natural numbers.
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$\omega_0$  
Cardinality of the set of natural number.
Subject index
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$T$-algebra, see algebra
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$\text{AlgCDL}$, 223
$\text{AlgPos}$, 20
$\text{CDL}$, 19, 223, 231
$\text{CLat}$, 18, 222
$\text{CMS}$, 25, 156
$\text{CPO}$, 20
$\text{CSLat}$, 18
$\text{DCPO}$, 20
$\text{DLat}$, 18, 250
$\text{Frm}$, 18, 228
$\text{MTS}$, 215
$\text{OFrm}_\Lambda$, 220
$\text{OFrm}$, 198
$\text{OKSp}_0$, 221
$\text{PoSet}$, 17, 221
$\text{SCDL}$, 222
$\text{SFP}$, 22
$\text{SFrmm}$, 242, 250
$\text{SOFrm}_\Lambda$, 220
$\text{SOFrm}$, 212, 242
$\text{SOFrm}^{\text{Alg}}$, 221
$\text{Set}^2$, 12

$\text{Set}$, 12
$\text{Sob}$, 250
$\text{Spec}$, 250
$\mathcal{L}_{\infty,\infty}$, 255
$\mathcal{T}_0$ space, 117
$\mathcal{T}_0$-ification, 117
$\mathcal{T}_1$ space, 117, 220
$\mathcal{T}_2$ space, 117
Abramsky’s logic, 255
logical axioms, 257
modal axioms, 257
syntactic equivalence, 258
abstraction function, 187
adjunction, 12
equivalence, 13
Galois, 13
reflection, 13
algebra, 14
— is presented, 15
category of —, see $T$-$\text{Alg}$
generators, 15
model, 15
presentation, 15
relations, 15
algebraic theory, 14
completely distributive lattices, 230
finitary, 15
frames, 228
angelic choice, 71
assert command, 71, 165
assertion, 256

291
backward distance, 153
basis, 116
Boolean algebra, 18
capabilities (set of), 255
category, 11
cocomplete, 13
complete, 13
discrete, 13
dual, 13
equivalent, 13
full sub-category, 12
opposite, 12
small, 13
Cauchy sequence, 24
closed set, 26, 116
closure operator, 116
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command, 73
compact element, 20
— with respect to, 245
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completely prime element, 222
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computation, 85
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— free, 228
open set, 242
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function
— greatest fixed point, 17
least fixed point, 17
strict, 17
functor, 12
left adjoint, 12
locally contracting, 28
locally non-expansive, 28
monadic, 14
reflect isomorphisms, 12
right adjoint, 12

Galois connection, 205
generators, 15
guarded command, 71

Hausdorff distance, 26
Hausdorff space, 117
Heyting algebra, 18
hyper transition system, 85, 90
   upper closed, 86
ideal completion, 20, 224
individual variables, 33, 152
interior operator, 203
intersection system, 118
join, 16
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   complete, 17
jointly multiplicative, 143

labelled transition system, see transition system
language, 1
lattice, 17
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   complete, 17, 221
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order generated, see order generating subset
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Lindenbaum algebra, 258
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Abstract
Topological dualities in semantics

The formal semantics of a programming language consists of assigning to every program of the language an element of a mathematical structure. In this monograph we study the relationship between two different approaches to define the semantics of a program, namely the denotational and the axiomatic one.

The denotational semantics characterizes programs as elements of some mathematical domain in a compositional way: the semantics of a language construct is defined in terms of its components. Due to the possibility of self-application given by some programming languages, the semantic domain must sometimes be defined in a recursive way.

The axiomatic semantics characterizes programs in a logical framework intended for reasoning about programs properties: computations are expressed by relating programs to assertions about their behaviour.

We study different transformations which ensure the correctness of one semantics in terms of the other. These transformations form dualities rather than equivalences. This is due to the fact that denotationally programs are identified with functions which transform states on the input space to (sets of) states of the output space, whereas axiomatically programs can be expressed as functions which transform predicates on the output space to predicates on the input space.

The dualities between the denotational and the axiomatic views of a program are topological because they are set in a topological framework: topological spaces are data-types and continuous functions between topological spaces are computations. These interpretations form the basis for a systematic develop-
ment of a propositional program logic from a denotational semantics.

We begin with considering predicates as subsets of an abstract set of states, and we study several semantic model of sequential languages. In particular we consider the weakest precondition and the weakest liberal precondition semantics. We relate them to three denotational models based on state transformation. The relationships between these axiomatic and denotational models generalize the duality of Plotkin between Dijkstra's predicate transformers and the Smyth powerdomain.

Then we extend sequential languages with specification constructs. We use the language of Back's refinement calculus which supports two kinds of unbounded non-determinism. Traditionally, the semantics of the refinement calculus is based on monotonic predicate transformers. Beside it, we give a denotational semantics based on state transformations, and an operational semantics based on a hyper transition system. We relate the three models as follows: the operational semantics coincides with the denotational semantics which, in turn, is dual to the predicate transformer semantics.

In order to study the semantics of concurrent languages, we refine the notion of predicates by considering affirmative predicates. They are open subsets of an abstract set of states equipped with a topology. This permits us to define dualities between the upper, lower and Vietoris powerspace constructions, and topological predicate transformers.

One of the above dualities is applied to prove the correctness of a new compositional predicate transformer semantics for a concurrent language. The semantics domain is a metric space which is shown to be isometric to the resumption domain of De Bakker and Zucker. Partial and total correctness, and also temporal properties are studied for this metric predicate transformer semantics.

Finally, we make an abstraction step by regarding predicates as elements of an abstract algebra. We consider a topological space as a function from the abstract set of affirmative predicates (with algebraic operations representing arbitrary unions and finite intersections) to the abstract set of specifications (with algebraic operations representing arbitrary unions and arbitrary intersections). We call this function an observation frame. We first show that topological spaces can be reconstructed from observation frames, and then we prove that observation frames are algebraic structures in a precise categorical sense.

The above theory is applied to extend the finitary domain logic of Abramsky to an infinitary one preserving completeness. As an example we extend Abram-
Abstract

sky’s finitary domain logic for transition systems to an infinitary logic with arbitrary conjunctions and arbitrary disjunctions. Our extension is conservative in the sense that the domain represented in logical form by the infinitary logic coincides with the domain represented in logical form by Abramsky’s finitary logic.