
Feedback homework 3: end of this week?
Deadline homework 4: Tuesday, 19 December, 23:59
Exam: Thursday, 21 December, 09:00-12:00. Registration required
Q&A session for exam: Monday, 18 December, 13:00 - 15:00
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From lecture 12:

Theorem (Pumping Lemma for context-free languages)

∀ for every context-free language L
∃ there exists a constant n ≥ 2

such that
∀ for every u ∈ L

with |u| ≥ n
∃ there exists a decomposition u = vwxyz

such that
(1) |wy | ≥ 1
(2) |wxy | ≤ n,

∀ (3) for all m ≥ 0, vwmxymz ∈ L

[M] Thm. 6.1
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Applying the Pumping Lemma

From lecture 12:

Example

AnBnCn is not context-free.

[M] E 6.3

u = anbncn

{ x ∈ {a, b, c}∗ | na(x) = nb(x) = nc(x) }

Example

XX is not context-free.

[M] E 6.4

u = anbnanbn

{ aibjaibj | i , j ≥ 0 }

Example

{ x ∈ {a, b, c}∗ | na(x) < nb(x) and na(x) < nc(x) } is not context-free.
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Excercise 2.24

From lecture 3:
Prove the following generalization of the pumping lemma, which can
sometimes make it unnecessary to break the proof into cases.

If L can be accepted by an FA,
then there is an integer n
such that for any x ∈ L with |x | ≥ n
and for any way of writing x as x1x2x3 with |x2| = n,
there are strings u, v and w such that
a. x2 = uvw
b. |v | ≥ 1
c. For every m ≥ 0, x1uv

mwx3 ∈ L
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Ogden’s Lemma

Generalization of pumping lemma for CFL:
pump at distinguished positions in u
Ogden’s lemma does not have to be known for the exam.
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Combining languages

From lecture 2:
FA Mi = (Qi ,Σ, qi ,Ai , δi ) i = 1, 2

Product construction

construct FA M = (Q,Σ, q0,A, δ) such that
– Q = Q1 × Q2

– q0 = (q1, q2)
– δ( (p, q), σ) = ( δ1(p, σ), δ2(q, σ) )
– A as needed

Theorem (2.15 Parallel simulation)

– A = {(p, q) | p ∈ A1 or q ∈ A2}, then L(M) = L(M1) ∪ L(M2)
– A = {(p, q) | p ∈ A1 and q ∈ A2}, then L(M) = L(M1) ∩ L(M2)
– A = {(p, q) | p ∈ A1 and q /∈ A2}, then L(M) = L(M1)− L(M2)

Proof. . .

[M] Sect 2.2
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Closure

From lecture 6:
Regular languages are closed under
– Boolean operations (complement, union, intersection)
– Regular operations (union, concatenation, star)
– Reverse (mirror)
– [inverse] Homomorphism

Automata Theory Context-Free and Non-Context-Free Languages Pumping Lemma 450 / 471



Regular operations and CFL

From lecture 7:
Using building blocks

Theorem

If L1, L2 are CFL, then so are L1 ∪ L2, L1L2 and L∗1.

Gi = (Vi ,Σ, Si ,Pi ), having no variables in common.

Construction

G = (V1 ∪ V2 ∪ {S},Σ, S ,P), new axiom S
– P = P1 ∪ P2 ∪ {S → S1, S → S2} L(G ) = L(G1) ∪ L(G2)
– P = P1 ∪ P2 ∪ {S → S1S2} L(G ) = L(G1)L(G2)

G = (V1 ∪ {S},Σ, S ,P), new axiom S
– P = P1 ∪ {S → SS1, S → Λ} L(G ) = L(G1)

∗

[M] Thm 4.9
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How about

L1 ∩ L2

L1 − L2

L′1
for CFLs L1 and L2 ?
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From lecture 8:

Example

AnBnCn is intersection of two context-free languages.

L1 = {aibick | i , k ≥ 0}
L2 = {aibkck | i , k ≥ 0}
[M] E 6.10

Hence, CFL is not closed under intersection
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Example

AnBnCn is intersection of two context-free languages.

[M] E 6.10

Hence, CFL is not closed under intersection

L1 ∩ L2 = (L′1 ∪ L′2)
′

Hence, CFL is not closed under complement

L′1 = Σ∗ − L1
Hence, CFL is not closed under setminus
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Example

Complement of XX
= { x ∈ {a, b}∗ | |x | is odd } ∪ { x y | x , y ∈ {a, b}∗, |x | = |y |, x 6= y }
is context-free

[M] E 6.11

Indeed, CFL is not closed under complement
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Example

Complement of AnBnCn is context-free.

[M] E 6.12
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Example

Complement of AnBnCn is context-free.

AnBnCn = L1 ∩ L2 ∩ L3, with
L1 = {aibjck | i ≤ j}
L2 = {aibjck | j ≤ k}
L3 = {aibjck | k ≤ i}
[M] E 6.12
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Example

Complement of {x ∈ {a, b, c}∗ | na(x) = nb(x) = nc(x)} is context-free.

{x ∈ {a, b, c}∗ | na(x) = nb(x) = nc(x)} = A1 ∩ A2 ∩ A3, with
A1 = {x ∈ {a, b, c}∗ | na(x) ≤ nb(x)}
A2 = {x ∈ {a, b, c}∗ | nb(x) ≤ nc(x)}
A3 = {x ∈ {a, b, c}∗ | nc(x) ≤ na(x)}
[M] E 6.12
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Intersection CFL

Example

L1 = { a2nbn | n ≥ 1 }∗

a16b8a8b4a4b2a2b1

L2 = a∗{ bnan | n ≥ 1 }∗{ b }
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Combining languages

From lecture 2:
FA Mi = (Qi ,Σ, qi ,Ai , δi ) i = 1, 2

Product construction

construct FA M = (Q,Σ, q0,A, δ) such that
– Q = Q1 × Q2

– q0 = (q1, q2)
– δ( (p, q), σ) = ( δ1(p, σ), δ2(q, σ) )
– A as needed

Theorem (2.15 Parallel simulation)

– A = {(p, q) | p ∈ A1 or q ∈ A2}, then L(M) = L(M1) ∪ L(M2)
– A = {(p, q) | p ∈ A1 and q ∈ A2}, then L(M) = L(M1) ∩ L(M2)
– A = {(p, q) | p ∈ A1 and q /∈ A2}, then L(M) = L(M1)− L(M2)

Proof. . .

[M] Sect 2.2
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Theorem

If L1 is a CFL, and L2 in REG, then L1 ∩ L2 is CFL.

[M] Thm 6.13

product construction
PDA M1 = (Q1,Σ, Γ, q1,Z1,A1, δ1)
FA M2 = (Q2,Σ, q2,A2, δ2)

Q = Q1 × Q2 q0 = 〈q1, q2〉 A = A1 × A2

δ(〈p1, q1〉, σ,X ) ∋ (〈p2, q2〉, α)
whenever δ1(p1, σ,X ) ∋ (p2, α) and δ2(q1, σ) = q2

δ(〈p1, q〉,Λ,X ) ∋ (〈p2, q〉, α)
whenever δ1(p1,Λ,X ) ∋ (p2, α) and q ∈ Q2

The inductive proof that this construction works does not have to be
known for the exam.

Also CFG proof
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Example: product construction

{ anbn | n ≥ 1 }∗ ∩ { w ∈ {a, b}∗ | na(x) even }

r1 p1 q1

r0 p0 q0

r p q
Λ

Λ,Z0/Z0

a,+A

b,A/Λ
Λ,Z0/Z0

Λ

Λ,Z0/Z0

b,A/Λ
Λ,Z0/Z0

Λ

Λ,Z0/Z0

b,A/Λ
Λ,Z0/Z0

a,+Aa,+A

0

1

aa

b

b
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Non-determinism of PDA

enables L(M1) ∪ L(M2)

‘prevents’ L(M1)
′ (also Λ-transitions)

If L is accepted by DPDA without Λ-transitions, then so is L′

Even: if L is accepted by DPDA, then so is L′

Hence, if L is CFL and L′ is not, then there is no DPDA for L
Not reversed (see Pal)
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Decision problems for CFL

“given a CFL L, does it have property ... ?” yes/no
input CFG G

Given CFG G [G1 and G2]
– and given a string x , is x ∈ L(G )? membership problem

convert G to ChNF, and try all derivations of length 2|x | − 1
(special case if x = Λ)

Cocke, Younger, and Kasami (1967): n3 (with DP)
Earley (1970): n3 (and n2 if G is unambiguous)
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Decision problems for CFL

– is L(G ) 6= ∅? non-emptiness
is S useful?
pumping lemma

– is L(G ) infinite?
pumping lemma
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Decision problems for CFL

– is L(G1) ∩ L(G2) nonempty? [M] Thm 9.20

– is L(G ) = Σ∗? [M] Thm 9.23

– is L(G1) ⊆ L(G2)?
L(G ) = Σ∗, if and only if Σ∗ ⊆ L(G )

All undecidable

Automata Theory Context-Free and Non-Context-Free Languages Decision problems 466 / 471



Questions

Given context-free L and regular R

– is R ⊆ L ?

– is L ⊆ R ?
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above

R ⊆ L ?

Special case R = Σ∗

Σ∗ ⊆ L iff L = Σ∗ undecidable

L ⊆ R ?

iff L ∩ R ′ = ∅

regular languages are closed under complement

CFL closed under intersection with regular languages

emptiness context-free language decidable



Section 7

Course Computability
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Chapter

7 Course Computability
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Contents

Turing machines

Recursively enumerable languages / recursive languages

Unrestricted grammars

Undecidability
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END.

Thanks to HJH for the slides
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