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Abstract

In this paper we address the following question: What type of event structures

are suitable for representing the behaviour of general Petri nets? As a partial answer

to this question we de�ne a new class of event structures called local event structures

and identify a subclass called UL-event structures. We propose that UL-event struc-

tures are appropriate for capturing the behaviour of general Petri nets. Our answer

is a partial one in that in the proposed event structure semantics, auto-concurrency

is �ltered out from the behaviour of Petri nets. It turns out that this limited event

structure semantics for Petri nets is nevertheless a non-trivial and conservative exten-

sion of the (prime) event structure semantics of 1-safe Petri nets provided in [NPW].

We also show that the strong relationship between prime event structures and 1-safe

Petri nets established in a categorical framework in [W3] can be extended to the

present setting, provided we restrict our attention to the subclass of Petri nets whose

behaviours do not exhibit any auto-concurrency. Finally, we show that Winskel's

general and stable event structures can be smoothly related to local event structures

and that similarly prime event structures can be related to UL-event structures.

Introduction

Prime event structures can be used to represent the behaviour of 1-safe Petri nets. This

basic result was shown by Nielsen, Plotkin, and Winskel in [NPW]. The \universality"

of their construction which associates a prime event structure with a 1-safe Petri net was

later shown by Winskel [W3] in a categorical setting, and in the process provided strong

evidence that the construction in [NPW] is not merely an ad hoc translation.
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An obvious question that now arises is: when one moves up from 1-safe Petri nets to

general Petri nets, what are the corresponding event structures that one should look for?

The question is interesting because general Petri nets are a very natural generalization of

1-safe Petri nets. They seem to have a nice algebraic structure [W2, MM]. They are also

a very simple kind of multiset rewrite systems. Some previous work in this area [E, MMS]

has essentially proposed prime event structures as possible candidates for representing the

behaviour of Petri nets. However, this entails having to view the tokens as \coloured"

entities, which destroys the possibility of viewing Petri nets as simple multiset rewrite

systems. It also leads to the counter-intuitive result that 1-safe Petri nets and general

Petri nets give rise to the same set of behaviours in terms of event structures. Hence we

are interested in �nding a proper generalization of the event structure semantics for 1-safe

Petri nets.

We propose here such a generalization with the help of a new class of event structures,

called local event structures. These event structures are easy to de�ne and require just

a purely local concurrency axiom; no global order theoretic properties are demanded. It

turns out that a subclass of the local event structures can be advocated as a partial answer

to the question: what are the event structures that correspond to the behaviour of Petri

nets? Our answer is partial in that in the event structure semantics for Petri nets that

is being proposed here, auto-concurrency is �ltered out from the behaviour of Petri nets.

Auto-concurrency is the phenomenon by which multiple instances of a transition become

enabled at a marking. This is impossible in a 1-safe Petri net.

To be more precise, we �rst de�ne the class of local event structures. We then identify

a subclass of these event structures that have a certain unique occurrence property. It

turns out that this subclass is a proper and very generous generalization of the notion of

prime event structures. We then show, as our �rst main result, how one can associate

one member of this subclass of local event structures with each Petri net. In doing so

we use the set of step �ring sequences based on sets rather than the set of multiset �ring

sequences of a Petri net. It is in this sense that we �lter out auto-concurrency, and hence

the proposed event structure semantics is a restricted one. However, it is also the case

that our event structure semantics for Petri nets is a strict extension of the prime event

structure semantics for 1-safe Petri nets given in [NPW].

Next we turn to the problem of lifting the co-reection between prime event struc-

tures and 1-safe Petri nets established by Winskel [W3]. It turns out that the category

of Petri nets (under a reasonable choice of behaviour-preserving morphisms) is, due to

auto-concurrency, too rich in terms of objects and arrows to let the desired co-reection

go through. Our second main result is that the desired co-reection does go through if we

restrict our attention to Petri nets that do not exhibit any auto-concurrency in their be-

haviour. Such Petri nets will be referred to as co-safe Petri nets here. It is worth pointing

out that co-safe Petri nets constitute a non-trivial extension of the notion of 1-safe Petri

nets. Hence through our second main result we have a complete event structure semantics

for this large subclass of Petri nets.

In Section 1 we introduce local event structures. Then in Section 2, a unique occurrence

property is de�ned using a new equivalence relation over prime intervals. This leads to the
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identi�cation of the subclass of local event structures with the unique occurrence property.

In Section 3, we introduce Petri nets and de�ne the set of multiset �ring sequences of a

Petri net, and, as a derived notion, the set of step �ring sequences. We then use the set

of step �ring sequences to construct a local event structure with the unique occurrence

property.

In Section 4 we prepare the stage for discussing adjunctions by constructing a map

from local event structures to Petri nets. Our map is such that the target of every local

event structure will be a co-safe Petri net. In Section 5 we set up a category of Petri nets

and argue with the help of an example why the co-reection result of Winskel will not

go through in the present setting. We then show that the desired co-reection does go

through if we restrict our attention to co-safe Petri nets.

In Section 6 it is shown that there exists a strong relationship between the local event

structures introduced in this paper and Winskel's general event structures. To this end

functors between the corresponding categories are constructed which constitute a reection.

Then we show that there is also a reection between the category of local event structures

with the unique occurrence property and the category of prime event structures.

Finally, the concluding section summarizes the results of the paper and discusses some

related work.

1 Local Event Structures

In this section we introduce local event structures and structure-preserving morphisms

between local event structures.

A local event structure is de�ned as a family of con�gurations. This is similar to

the speci�cation of Winskel's general event structures through families of con�gurations

[W3]. However, in contrast to Winskel's event structures, here a family of con�gurations

is equipped with an enabling relation which speci�es locally, for each con�guration, the

possible concurrency of events at that con�guration. This enabling relation satis�es some

simple axioms.

For an arbitrary set X, we use P

F

(X) to denote the set of �nite subsets of X. Further-

more, for u 2 P

F

(X), the number of elements in u is denoted by juj; if juj = 1 then we

notationally identify u with its only element.

De�nition 1.1

A local event structure is a triple ES = (E;C;`) where E is a set of events, C � P

F

(E)

is a non-empty set of (�nite) con�gurations, and `� C � P

F

(E) is an enabling relation

satisfying the following axioms. (In stating the axioms, and in what follows, we let c range

over C and u range over P

F

(E).)

(A0) ; 6= c) 9e 2 c: c� e ` e

(A1) c ` ;
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(A2) c ` u) (c \ u = ; and 8v � u: (c ` v and c [ v ` u� v)). 2

In the rest of this paper we refer to local event structures as L-event structures.

Note that (A0) implies that if ; 6= c 2 C then there exists e 2 c such that c � e 2 C.

Hence ; 2 C, because C is non-empty. The axiom (A2) implies that if c ` u then c[v 2 C

for all v � u. Note also that the axiom (A1) could have been replaced by the condition

that the enabling relation ` is not empty.

Example 1.2

In Figure 1 three L-event structures ES

i

= (E

i

; C

i

;`

i

), i = 1; 2; 3, are depicted. In

depicting an L-event structure (E;C;`) we use the following convention. If c ` u then we

draw a line between c and c [ u in case juj = 1 and we draw a dotted line between c and

c [ u in case juj � 2. 2

{ b }

o

{ a }

{ a,b }

ES
1

{ b }

o

{ a }

{ a,b }

ES
2

{ a,c } { b,c }

{ a,b,c }
{ a,b,d }

{ b }
{ c }

o

{ a }

{ a,b }

ES
3

Figure 1: Three L-event structures

We would now like to establish some preliminary properties of L-event structures. Be-

fore doing so, we wish to emphasize that the inclusion relation between con�gurations

in the present set-up does not carry much information. Consider the L-event structures

depicted in Figure 2.

Clearly the sets of con�gurations of both these L-event structures (as well as those of the

two L-event structures ES

1

and ES

2

shown in Figure 1) are identical. Thus the reachability

relation between con�gurations of an L-event structure carries more useful information.

Let ES = (E;C;`) be an L-event structure. Then <�

ES

� C � C is the least relation

satisfying: if c ` u then c <�

ES

c [ u. Let v

ES

= (<�

ES

)

�

. Then it is easy to see that the

relation v

ES

is a partial ordering relation. In what follows we omit the subscript

ES

in <�

ES

and v

ES

if ES is clear from the context.

4



{ b }

o

{ a }

{ a,b }

ES 4

{ b }

o

{ a }

{ a,b }

ES 5

Figure 2: L-event structures with the same con�gurations

Lemma 1.3

Let (E;C;`) be an L-event structure and let c 2 C and e

1

; e

2

2 c be such that e

1

6= e

2

.

Then

(1) 9c

0

2 C: c

0

v c and ((e

1

2 c

0

and c

0

` e

2

) or (e

2

2 c

0

and c

0

` e

1

))

(2) 9c

0

2 C: c

0

v c and (e

1

2 c

0

, e

2

62 c

0

).

Proof.

In order to prove (1), we proceed by induction on k = jcj. If k = 2 then c = fe

1

; e

2

g

and by (A0), c� e

1

` e

1

or c� e

2

` e

2

. In either case the required result follows.

If k > 2 then, again by (A0), there exists e 2 c such that c � e ` e. If e = e

1

or

e = e

2

then let c

0

= c�e. Otherwise the required c

0

2 C exists by the induction hypothesis

applied to c� e.

(2) follows immediately from (1) and (A2). 2

Lemma 1.3(2) implies that, similar to Winskel's general event structures [W3], L-event

structures satisfy a coincidence freeness property.

In formulating some other properties of L-event structures we will use the following

notation and terminology.

For an arbitrary set X we let X

�

denote the free monoid generated by X. The prod-

uct operation is concatenation and the elements of X

�

are called words or alternatively

sequences (over X). The unit element of X

�

is the empty word � and X

+

= X

�

� f�g

is the set of non-empty words over X. Elements of P

F

(X) will be referred to as steps

(over X) and elements of (P

F

(X))

+

as step sequences (over X). We view (P

F

(X))

+

as a

(free) monoid: the unit element is ; 2 P

F

(X) and the product operation is the accordingly

modi�ed usual concatenation operation. Thus �; = ;� = � for all � 2 (P

F

(X))

+

where �;

denotes the product of � and ;.

For a 2 X and � 2 (P

F

(X))

+

, we let num

a

(�) denote the number of times a occurs in �.

Thus num

a

(;) = 0 and num

a

(�u) = num

a

(�)+1 if a 2 u and num

a

(�u) = num

a

(�) if a 62 u.
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We let j�j denote the number of elements in �, that is j�j =

P

a2X

num

a

(�), and alph(�)

denote the set of elements of X occurring in �, that is alph(�) = fa 2 X j num

a

(�) > 0g.

Let ES = (E;C;`) be an L-event structure. Then SFS

ES

� (P

F

(E))

+

is the set of step

�ring sequences of ES , and cf

ES

: SFS

ES

! P

F

(E) is the function which associates with

each step �ring sequence the con�guration it leads to. They are de�ned inductively as:

(1) ; 2 SFS

ES

and cf

ES

(;) = ;

(2) (� 2 SFS

ES

and cf

ES

(�) ` u)) (�u 2 SFS

ES

and cf

ES

(�u) = cf

ES

(�) [ u).

If the L-event structure ES is clear from the context, then we may omit the subscript

ES

in SFS

ES

and cf

ES

.

The following lemma states some basic observations on the relationship between the

step �ring sequences and the con�gurations of an L-event structure. These observations

will be frequently used in the sequel.

Lemma 1.4

Let (E;C;`) be an L-event structure. Then

(1) 8� 2 SFS : (cf (�) 2 C and cf (�) = alph(�))

(2) C = falph(�) j � 2 SFSg

(3) 8�; �

0

2 SFS : (alph(�) = alph(�

0

)) (�u 2 SFS , �

0

u 2 SFS ))

(4) 8� 2 SFS :8e 2 E:num

e

(�) � 1.

Proof.

(1) Let � 2 SFS . The proof is by induction on k = j�j. If k = 0 then � = ; and

hence cf (�) = ; 2 C and cf (�) = ; = alph(�). Now assume that k > 0. Then

there exist �

0

2 SFS and ; 6= u 2 P

F

(E) such that cf (�

0

) ` u and � = �

0

u. Hence

cf (�) = cf (�

0

) [ u 2 C by (A2) and cf (�) = alph(�) by the induction hypothesis

applied to �

0

.

(2) If � 2 SFS then alph(�) = cf (�) 2 C by (1). Now let c 2 C. We proceed by

induction on k = jcj. If k = 0 then c = ; and hence � = ; 2 SFS is such that

alph(�) = c. Now assume that k > 0. Then by (A0) there exists e 2 c such that

c�e ` e. By the induction hypothesis applied to c�e there exists �

0

2 SFS such that

alph(�

0

) = cf (�

0

) = c�e. Then �

0

e 2 SFS by the de�nition of SFS and alph(�

0

e) = c.

(3) Let �; �

0

2 SFS be such that alph(�) = alph(�

0

). If u = ; then �u; �

0

u 2 SFS by

(A1). If u 6= ; then cf (�) = cf (�

0

) by (1) and hence �u 2 SFS i� cf (�) ` u i�

�

0

u 2 SFS .
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(4) Let � 2 SFS . The proof is by induction on k = j�j. If k = 0 then the claim clearly

holds. Now assume that k > 0. Then there exist �

0

2 SFS and ; 6= u 2 P

F

(E)

such that � = �

0

u and cf (�

0

) ` u. Then num

e

(�

0

) � 1 for all e 2 E by the induction

hypothesis applied to �

0

. Because cf (�

0

) \ u = ; by (A2) and alph(�

0

) = cf (�

0

) by

(1) we can now conclude that also num

e

(�) � 1 for all e 2 E. 2

Finally in this section, we introduce structure-preserving morphisms between L-event

structures.

De�nition 1.5

An LES-morphism from an L-event structure (E

1

; C

1

;`

1

) to an L-event structure

(E

2

; C

2

;`

2

) is a partial function f : E

1

! E

2

such that:

8c 2 C

1

:8u 2 P

F

(E

1

): c `

1

u) f(c) `

2

f(u). 2

Here and in the sequel we adopt the convention that for a partial function f : X

1

! X

2

and subsets u

1

� X

1

and u

2

� X

2

, f(u

1

) = fb 2 X

2

j b = f(a) for some a 2 u

1

g and

f

�1

(u

2

) = fa 2 X

1

j f(a) = b for some b 2 u

2

g.

This notion of morphism induces in a standard way a corresponding notion of isomor-

phism. Let, for an arbitrary L-event structure ES , id

ES

denote the identity LES-morphism

of ES which is the identity function on its events. Then an LES-morphism f from ES

1

to ES

2

is an LES-isomorphism i� there exists an LES-morphism g from ES

2

to ES

1

such

that g � f = id

ES

1

and f � g = id

ES

2

. It is easy to see that two L-event structures

ES

1

= (E

1

; C

1

;`

1

) and ES

2

= (E

2

; C

2

;`

2

) are LES-isomorphic, denoted by ES

1

� ES

2

,

i� there exists a bijection f : E

1

! E

2

such that c `

1

u, f(c) `

2

f(u).

We conclude with some properties of LES-morphisms which will be useful in later

sections.

Lemma 1.6

Let f be an LES-morphism from (E

1

; C

1

;`

1

) to (E

2

; C

2

;`

2

) and let c 2 C

1

and e

1

; e

2

2 c

be such that e

1

6= e

2

and both f(e

1

) and f(e

2

) are de�ned. Then f(e

1

) 6= f(e

2

).

Proof.

By Lemma 1.3(1) we may assume without loss of generality that there exists c

0

v c such

that e

1

2 c

0

and c

0

`

1

e

2

. By the de�nition of an LES-morphism we then have f(c

0

) `

2

f(e

2

)

and so f(e

2

) 62 f(c

0

) by (A2), and f(e

1

) 2 f(c

0

). 2

Lemma 1.7

Let f be an LES-morphism from ES

1

= (E

1

; C

1

;`

1

) to ES

2

= (E

2

; C

2

;`

2

). Then

f(SFS

ES

1

) � SFS

ES

2

(where the homomorphic extension of f to step sequences is also

denoted by f).

Proof.

Let � 2 SFS

ES

1

. We prove by induction on j�j that f(�) 2 SFS

ES

2

. If � = ; then this

is clear, so assume that there exist �

0

2 SFS

ES

1

and ; 6= u 2 P

F

(E

1

) such that � = �

0

u.

Then alph(�

0

) `

1

u. Hence f(alph(�

0

)) `

2

f(u) because f is an LES-morphism. Since

f(�

0

) 2 SFS

ES

2

by the induction hypothesis and f(alph(�

0

)) = alph(f(�

0

)) this implies

that f(�

0

)f(u) = f(�) 2 SFS

ES

2

. 2
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2 The Unique Occurrence Property

In this section we lift the unique occurrence property from the theory of prime event

structures [NPW] to the more general framework of local event structures.

The de�nition of the unique occurrence property is based on an equivalence relation

over prime intervals, that is, event occurrences. Rather than de�ning this equivalence

relation directly in the context of local event structures, we de�ne it in the more abstract

setting of step sequences. Then the same idea of equivalence can be used in Section 3 to

de�ne a map from Petri nets to local event structures.

In order to de�ne the equivalence relation and to establish some of its properties, we

use an arbitrary but �xed set X, we let � range over (P

F

(X))

+

, a range over X, and u

range over P

F

(X). Furthermore, we �x a set L � (P

F

(X))

+

of step sequences satisfying

the following two properties.

(L1) �u 2 L) � 2 L

(L2) �u 2 L) 8v � u: �v(u� v) 2 L.

The set of prime intervals of L, denoted by PI

L

, is given by: PI

L

= f�a j �a 2 Lg. We

sometimes write PI rather than PI

L

if L is clear from the context.

Now let R � PI � PI be an equivalence relation. Then R is said to be L-consistent i�

it satis�es the following conditions (C1) and (C2).

(C1) (�u 2 L and a 2 u)) �aR �(u� a)a.

Note that (C1) is well-de�ned, because whenever �u 2 L and a 2 u, then by (L2)

�a(u� a); �(u� a)a 2 L and hence by (L1) also �a 2 L.

The second condition demands that prime intervals �a; �

0

a which have R-equivalent pasts

in the sense that the same R-equivalent prime intervals occur in � and �

0

should in turn

be R-equivalent. In order to formulate (C2) we adopt the following conventions.

int

L

: L ! P

F

(PI ), the function which maps each step sequence to the set of prime

intervals in that sequence, is given inductively by: int

L

(;) = ; and int

L

(�u) = int

L

(�) [

f�a j a 2 ug for all �u 2 L. Note that int

L

is well-de�ned, because if �u 2 L, then also

� 2 L by (L1) and �a 2 L for all a 2 u by (L2). If L is clear from the context, then we

may omit the subscript

L

in int

L

.

For �a 2 PI , h�ai

R

is the equivalence class (under R) containing �a, that is h�ai

R

=

f�

0

a

0

2 PI j �

0

a

0

R�ag. Let past

R

: L! P

F

(PI =R) be given by: past

R

(�) = fh�

0

ai

R

j �

0

a 2

int(�)g.

(C2) �a; �

0

a 2 PI ) (past

R

(�) = past

R

(�

0

)) �aR �

0

a).
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Note that in general there may be (in�nitely) many equivalence relations which are

L-consistent.

Lemma 2.1

Let K = fR � PI � PI j R is an L-consistent equivalence relationg. Then K 6= ; and

T

K 2 K.

Proof.

Since PI � PI is clearly an equivalence relation which is L-consistent, we have that

K 6= ;.

Now let

^

R =

T

K. Then it is clear that

^

R is an equivalence relation. Suppose �u 2 L

and a 2 u. Then �aR �(u� a)a for all R 2 K because each R 2 K satis�es (C1). Hence

also �a

^

R�(u� a)a.

In order to prove that

^

R satis�es (C2), let �a; �

0

a 2 PI be such that past

^

R

(�) =

past

^

R

(�

0

). It su�ces to prove that past

R

(�) = past

R

(�

0

) for every R 2 K. Because in that

case �aR �

0

a for every R 2 K and hence �a

^

R�

0

a.

So, let R 2 K and suppose h�

1

a

1

i

R

2 past

R

(�). Then there exists �

2

a

2

2 int (�) such

that h�

1

a

1

i

R

= h�

2

a

2

i

R

. We then also have that h�

2

a

2

i

^

R

2 past

^

R

(�) = past

^

R

(�

0

). Then

there exists �

3

a

3

2 int (�

0

) such that h�

2

a

2

i

^

R

= h�

3

a

3

i

^

R

. Hence also h�

3

a

3

i

R

2 past

R

(�

0

).

Moreover, h�

2

a

2

i

R

= h�

3

a

3

i

R

because

^

R � R. This proves that h�

1

a

1

i

R

2 past

R

(�

0

).

Similarly it can be proved that past

R

(�

0

) � past

R

(�).

This proves that past

R

(�) = past

R

(�

0

) for all R 2 K. 2

Hence there exists a least equivalence relation contained in PI � PI which is L-

consistent. This equivalence relation (denoted as

^

R in the proof of Lemma 2.1) will from

now on be denoted as �

L

.

In what follows we write h�ai

L

and past

L

rather than h�ai

�

L

and past

�

L

respectively.

If �

L

is the only equivalence relation under consideration, then we may even omit the

subscript

L

.

Lemma 2.2

Let �

1

a

1

; �

2

a

2

2 PI be such that �

1

a

1

�

L

�

2

a

2

. Then

(1) a

1

= a

2

and num

a

1

(�

1

) = num

a

2

(�

2

)

(2) �

1

a

1

�

L

0

�

2

a

2

whenever L

0

� (P

F

(X))

+

is such that L

0

satis�es (L1) and (L2) and

L � L

0

.

Proof.

In order to prove (1), de�ne the equivalence relation R � PI � PI by: �aR �

0

a

0

i�

a = a

0

and num

a

(�) = num

a

0

(�

0

). It is su�cient to prove that R is L-consistent. Then the

required result would follow from the fact that �

L

� R.

Clearly, R satis�es (C1). Let �a; �

0

a 2 PI be such that past

R

(�) = past

R

(�

0

). We �rst

want to argue that num

a

(�

0

) � num

a

(�). If num

a

(�) = 0 then this is trivial, so assume that

num

a

(�) > 0. Then there exists �

1

a 2 int(�) such that num

a

(�

1

) = num

a

(�) � 1. Then

9



h�

1

ai

R

2 past

R

(�) = past

R

(�

0

). Hence there exists �

2

a 2 int(�

0

) such that h�

1

ai

R

= h�

2

ai

R

which implies that num

a

(�

1

) = num

a

(�

2

). We now have num

a

(�

0

) � num

a

(�

2

) + 1 =

num

a

(�

1

) + 1 = num

a

(�). Similarly we can prove that num

a

(�

0

) � num

a

(�) and thus

num

a

(�) = num

a

(�

0

). Consequently �aR �

0

a which implies that R satis�es (C2).

Now in order to prove (2), let L

0

� (P

F

(X))

+

be such that L � L

0

and L

0

satis�es (L1)

and (L2).

De�ne the equivalence relation R � PI

L

� PI

L

by: �aR �

0

a

0

i� �a �

L

0

�

0

a

0

. It is

su�cient to prove that R is L-consistent because then �

L

� R.

Clearly, R satis�es (C1). In order to prove (C2), let �a; �

0

a 2 PI

L

be such that

past

R

(�) = past

R

(�

0

). It is su�cient to show that past

L

0

(�) = past

L

0

(�

0

), because �

L

0

satis�es (C2).

Let h�

3

a

3

i

L

0

2 past

L

0

(�). Then there exists �

4

a

4

2 int

L

0

(�) = int

L

(�) with h�

3

a

3

i

L

0

=

h�

4

a

4

i

L

0

. Then also h�

4

a

4

i

R

2 past

R

(�) = past

R

(�

0

). Hence there exists �

5

a

5

2 int

L

(�

0

) =

int

L

0

(�

0

) with h�

4

a

4

i

R

= h�

5

a

5

i

R

. Then �

4

a

4

�

L

0

�

5

a

5

by the de�nition of R. Moreover,

h�

5

a

5

i

L

0

2 past

L

0

(�

0

). This proves that h�

3

a

3

i

L

0

2 past

L

0

(�

0

). Similarly it can be proved

that past

L

0

(�

0

) � past

L

0

(�) and thus past

L

0

(�) = past

L

0

(�

0

). 2

Note that for an L-event structure ES = (E;C;`), SFS is a subset of (P

F

(E))

+

satis-

fying the conditions (L1) and (L2). Hence we have the equivalence relation �

SFS

. In what

follows we write PI

ES

, int

ES

, �

ES

, h�ei

ES

, and past

ES

rather than PI

SFS

, int

SFS

, �

SFS

,

h�ei

�

ES

, and past

�

ES

respectively.

The unique occurrence property of local event structures is now de�ned in terms of the

equivalence relation �

ES

.

De�nition 2.3

An L-event structure ES = (E;C;`) has the unique occurrence property if

(U1) 8e 2 E:9�e 2 PI

ES

(U2) 8�

1

e; �

2

e 2 PI

ES

: �

1

e �

ES

�

2

e. 2

From now on L-event structures satisfying the unique occurrence property will be re-

ferred to as UL-event structures.

Thus for an UL-event structure ES there exists a bijective correspondence between its

events and the equivalence classes of its prime intervals under �

ES

. Hence for each event

all its occurrences are the same under �

ES

From the event structures from Example 1.2, ES

1

is not an UL-event structure. Both

ES

2

and ES

3

are UL-event structures. In ES

3

, bc �

ES

3

c and cb �

ES

3

b by (C1), and hence

past

ES

3

(bc) = past

ES

3

(cb). This implies that bca �

ES

3

cba by (C2). Then a �

ES

3

ca �

ES

3

cba �

ES

3

bca �

ES

3

ba by (C1). Similarly, b �

ES

3

ab, and hence past

ES

3

(ab) = past

ES

3

(ba).

Now abd �

ES

3

bad by (C2), even though fa; bg is not enabled in ;.

Next we show that there is a natural way to view prime event structures [NPW, W4]

as UL-event structures. First we recall the de�nition of prime event structures from [W4].
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De�nition 2.4

A prime event structure is a triple (E;�;#) where E is a set of events, �� E � E is

a partial order, the causal dependency relation, and # � E �E is a symmetric, irreexive

relation, the conict relation, satisfying

(P1) e

0

#e

1

� e

2

) e

0

#e

2

(P2) 8e 2 E: #e is �nite, where #e = fe

0

2 E j e

0

� eg. 2

Let P = (E;�;#) be a prime event structure and c � E. We say that c is downward-

closed i� 8e; e

0

2 E: ((e 2 c and e

0

� e)) e

0

2 c). We say that c is #-free i� (c�c)\# = ;.

If c is downward-closed and #-free, then c is called a con�guration. In what follows we

only deal with the �nite con�gurations of a prime event structure. C

P

denotes the set of

�nite con�gurations of the prime event structure P .

For a prime event structure P = (E;�;#), de�ne pu(P ) = (E;C

P

;`) where ` �

C

P

� P

F

(E) is given by: c ` u i� c \ u = ; and 8v � u: c [ v 2 C

P

.

Lemma 2.5

Let P = (E;�;#) be a prime event structure. Then pu(P ) = (E;C

P

;`) is an L-event

structure.

Proof.

In order to prove that pu(P ) satis�es (A0), let ; 6= c 2 C

P

. Let e 2 c be a maximal

event in c in the sense that for all e

0

2 c, e � e

0

implies that e = e

0

. Then c � e 2 C

P

and

hence c � e ` e. This proves that pu(P ) satis�es (A0). From the de�nition of pu(P ) it

easily follows that pu(P ) satis�es (A1) and (A2). 2

Our next aim is to prove that for each prime event structure P , the L-event structure

pu(P ) has the unique occurrence property. The �rst step is to show that two step �ring

sequences of pu(P ) that lead to the same con�guration have the same past (under �

pu(P )

).

Lemma 2.6

Let P = (E;�;#) be a prime event structure with pu(P ) = (E;C

P

;`) and let �

1

; �

2

2

SFS be such that alph(�

1

) = alph(�

2

). Then past(�

1

) = past(�

2

).

Proof.

The proof is by induction on k = jalph(�

1

)j. If k = 0 then �

1

= �

2

= ; and the claim

clearly holds. Now assume that k > 0. Then there exist �

0

1

; �

0

2

2 SFS and ; 6= u

1

; u

2

2

P

F

(E) such that �

1

= �

0

1

u

1

, �

2

= �

0

2

u

2

, cf (�

0

1

) ` u

1

, and cf (�

0

2

) ` u

2

. Let e

1

2 u

1

and

e

2

2 u

2

. Then �

0

1

(u

1

� e

1

)e

1

; �

0

2

(u

2

� e

2

)e

2

2 SFS because pu(P ) satis�es (A2). Moreover,

past(�

1

) = past(�

0

1

(u

1

� e

1

)e

1

) and past(�

2

) = past(�

0

2

(u

2

� e

2

)e

2

) because �

pu(P )

satis�es

(C1).

If e

1

= e

2

then alph(�

0

1

(u

1

� e

1

)) = alph(�

0

2

(u

2

� e

2

)) and hence past(�

0

1

(u

1

� e

1

)) =

past(�

0

2

(u

2

�e

2

)) by the induction hypothesis. This implies that �

0

1

(u

1

�e

1

)e

1

�

pu(P )

�

0

2

(u

2

�

e

2

)e

2

, because �

pu(P )

satis�es (C2). Thus past(�

1

) = past(�

0

1

(u

1

� e

1

)e

1

) = past(�

0

1

(u

1

�

e

1

))[h�

0

1

(u

1

� e

1

)e

1

i = past(�

0

2

(u

2

� e

2

))[h�

0

2

(u

2

� e

2

)e

2

i = past(�

0

2

(u

2

� e

2

)e

2

) = past(�

2

).
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Now assume that e

1

6= e

2

. Then it is easy to see that alph(�

1

) � fe

1

; e

2

g 2 C

P

.

By Lemma 2.5 and Lemma 1.4(2) there exists � 2 SFS such that alph(�) = alph(�

1

) �

fe

1

; e

2

g. Since �e

1

2 SFS and alph(�e

1

) = alph(�

0

2

(u

2

� e

2

)), we have that past(�e

1

) =

past(�

0

2

(u

2

� e

2

)) by the induction hypothesis. Similarly, past(�e

2

) = past(�

0

1

(u

1

� e

1

)).

Hence �e

1

e

2

�

pu(P )

�

0

2

(u

2

�e

2

)e

2

and �e

2

e

1

�

pu(P )

�

0

1

(u

1

�e

1

)e

1

because �

pu(P )

satis�es (C2).

Since alph(�) ` fe

1

; e

2

g we also have that �e

1

�

pu(P )

�e

2

e

1

and �e

2

�

pu(P )

�e

1

e

2

. Summa-

rizing these results we can conclude that past(�

1

) = past(�

0

1

(u

1

�e

1

)e

1

) = past(�

0

1

(u

1

�e

1

))[

h�

0

1

(u

1

�e

1

)e

1

i = past(�e

2

)[h�e

2

e

1

i = past(�)[h�e

2

i[h�e

2

e

1

i = past(�)[h�e

1

e

2

i[h�e

1

i =

past(�e

1

) [ h�e

1

e

2

i = past(�

0

2

(u

2

� e

2

)) [ h�

0

2

(u

2

� e

2

)e

2

i = past(�

0

2

(u

2

� e

2

)e

2

) = past(�

2

).

2

Theorem 2.7

Let P = (E;�;#) be a prime event structure. Then pu(P ) = (E;C

P

;`) is an UL-event

structure.

Proof.

By Lemma 2.5, pu(P ) is an L-event structure. We must show that pu(P ) has the

unique occurrence property as stated in De�nition 2.3.

Let e 2 E. Then #e�e; #e 2 C

P

and hence #e�e ` e. By Lemma 2.5 and Lemma 1.4(2),

there exists � 2 SFS such that alph(�) = #e� e.

Then �e 2 PI and hence condition (U1) is satis�ed. In order to prove that condition

(U2) is satis�ed, we �rst show that �e �

pu(P )

�

0

e for all �

0

e 2 PI . Then by the transitivity

of �

pu(P )

we have that also �

0

e �

pu(P )

�

00

e for all �

0

e; �

00

e 2 PI .

So let �

0

e 2 PI . Then alph(�

0

e) 2 C

P

and hence alph(�) � alph(�

0

). We prove that

�e �

pu(P )

�

0

e by induction on jalph(�

0

)j. If alph(�

0

) = alph(�) then past(�) = past(�

0

)

by Lemma 2.6. Hence �e �

pu(P )

�

0

e because �

pu(P )

satis�es (C2). Now assume that

jalph(�

0

)j > jalph(�)j. Then there exists e

0

2 alph(�

0

)� alph(�) such that e

0

is a maximal

element in alph(�

0

) under <. Such an e

0

must exist because alph(�

0

) is a �nite set and <

is a partial ordering relation. Then alph(�

0

) � e

0

2 C

P

and (alph(�

0

) � e

0

) [ e 2 C

P

. Let

�

00

2 SFS be such that alph(�

00

) = alph(�

0

) � e

0

. Then �

00

e 2 PI . Because jalph(�

00

)j <

jalph(�

0

)j, �

00

e �

pu(P )

�e by the induction hypothesis. Now alph(�

00

e

0

) = alph(�

0

) and hence

past(�

00

e

0

) = past(�

0

) by Lemma 2.6. Hence �

00

e

0

e �

pu(P )

�

0

e because �

pu(P )

satis�es (C2).

Since alph(�

00

) ` fe; e

0

g and �

pu(P )

satis�es (C1), we also have that �

00

e

0

e �

pu(P )

�

00

e. We

can now conclude that �e �

pu(P )

�

00

e �

pu(P )

�

00

e

0

e �

pu(P )

�

0

e. This proves condition (U2).

2

As to be expected, not every UL-event structure arises in this fashion. For instance, the

UL-event structure ES

3

in Example 1.2 can not be the UL-event structure associated with

any prime event structure. In Section 6 we will say more about the relationship between

prime event structures and UL-event structures.
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3 An Event Structure Semantics for Petri Nets

In [NPW] it has been shown how to associate a prime event structure with every 1-safe

Petri net. Here we show how to associate an UL-event structure with every Petri net.

It turns out that for 1-safe Petri nets both constructions agree (upto isomorphism) via

the correspondence between prime event structures and UL-event structures given in the

previous section.

De�nition 3.1

A Petri net is a quadruple N = (S; T;W;M

in

) where

(1) S is a set of places and T is a set of transitions such that S \ T = ;

(2) W : (S � T ) [ (T � S)! N is a weight function

(3) M

in

: S !N is the initial marking of N . 2

Given a Petri net N = (S; T;W;M

in

) and x 2 S [ T , let

�

x = fy j W (y; x) > 0g be the

set of pre-elements of x and x

�

= fy jW (x; y) > 0g be the set of post-elements of x.

Observe that the initial marking of a Petri net can be seen as a multiset of places. Also

in de�ning the dynamics of a Petri net we use multisets. Here, a multiset (over some given

set X) is a function u : X ! N. A multiset u is �nite if

P

a2X

u(a) <1. The set of �nite

multisets over X is denoted by M

F

(X). Note that M

F

(X) contains the empty multiset,

denoted by 0, where 0(a) = 0 for all a 2 X. A multiset u over X with the property that

u(a) � 1 for all a 2 X, may be identi�ed with the subset fa 2 X j u(a) = 1g of X. In

particular, if u is such that there is precisely one element a 2 X with u(a) = 1 and u(b) = 0

for all b 2 X with b 6= a, then we simply write a for u.

We view (M

F

(X))

+

as a (free) monoid: the unit element is 0 2M

F

(X) and the product

operation is the accordingly modi�ed usual concatenation operation. Thus �0 = 0� = �

for all � 2 (M

F

(X))

+

.

De�nition 3.2

Let N = (S; T;W;M

in

) be a Petri net. The set MFS

N

� (M

F

(T ))

+

of multiset �ring

sequences of N , the set RM

N

of reachable markings of N , and the multiset transition

relation =)

N

� fM

in

g � MFS

N

� RM

N

are the least sets satisfying the following two

conditions.

(1) 0 2 MFS

N

, M

in

2 RM

N

, and M

in

0

=)

N

M

in

(2) Suppose � 2 MFS

N

and M

in

�

=)

N

M . Furthermore, suppose u 2 M

F

(T ) is such

that 8s 2 S:M(s) �

P

t2T

u(t) � W (s; t). Then �u 2 MFS

N

, M

0

2 RM

N

, and

M

in

�u

=)

N

M

0

where 8s 2 S:M

0

(s) = M(s) +

P

t2T

u(t) � (W (t; s)�W (s; t)). 2
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Given a Petri net N = (S; T;W;M

in

), let SFS

N

= MFS

N

\ (P

F

(T ))

+

. We refer to

SFS

N

as the set of step �ring sequences of N .

Now we will use SFS

N

rather than MFS

N

to associate an UL-event structure with

every Petri net. It is in this sense that our event structure semantics \�lters" out auto-

concurrency.

The construction from Petri nets to UL-event structures is based on the equivalence

relation �

SFS

N

over the prime intervals PI

SFS

N

= f�t j �t 2 SFS

N

and t 2 Tg associated

with SFS

N

. That is, we follow the approach outlined in Section 2. Note that SFS

N

satis�es

the conditions (L1) and (L2) from Section 2 which implies that �

SFS

N

can be de�ned. In

what follows we write PI

N

, int

N

, �

N

, h�ti

N

, and past

N

rather than PI

SFS

N

, int

SFS

N

,

�

SFS

N

, h�ti

�

N

, and past

�

N

respectively.

Using these notions we can now associate with each Petri net N an L-event structure

nu(N). Then we prove that nu(N) is even an UL-event structure.

De�nition 3.3

Let N = (S; T;W;M

in

) be a Petri net. Then nu(N) = (E;C;`) where

E = fh�ti

N

j �t 2 PI

N

g

C = fpast

N

(�) j � 2 SFS

N

g

`� C � P

F

(E) is given by: c ` u i� there exists �v 2 SFS

N

such that past

N

(�) = c,

and u = fh�ti

N

j t 2 vg. 2

Lemma 3.4

Let N = (S; T;W;M

in

) be a Petri net. Then nu(N) = (E;C;`) is an L-event structure.

Proof.

Let ; 6= ĉ 2 C. Then there exists �u 2 SFS

N

such that u 6= ; and ĉ = past

N

(�u).

Let t 2 u. Then �(u � t)t 2 SFS

N

. Hence past

N

(�(u � t)) ` h�(u � t)ti

N

. By condition

(C1) we have that �t �

N

�(u � t)t. Since num

t

(�

1

) < num

t

(�) for all �

1

t 2 int(�(u� t)),

we must have that h�ti

N

62 past

N

(�(u � t)) by Lemma 2.2(1). Hence past

N

(�(u � t)) =

past

N

(�u)� h�ti

N

and thus ĉ� h�ti

N

` h�ti

N

. This proves that nu(N) satis�es (A0).

Since �; 2 SFS

N

for all � 2 SFS

N

, we have that ĉ ` ;, for all ĉ 2 C, and so nu(N)

also satis�es (A1).

Let ĉ 2 C and û 2 P

F

(E) be such that ĉ ` û. Let �u 2 SFS

N

be such that past

N

(�) = ĉ

and û = fh�ti

N

j t 2 ug. First we must prove that ĉ \ û = ;. If h�

1

t

1

i

N

2 ĉ = past

N

(�),

then num

t

1

(�

1

) < num

t

1

(�) by Lemma 2.2(1). On the other hand, h�

1

t

1

i

N

2 û implies

that num

t

1

(�

1

) = num

t

1

(�) by Lemma 2.2(1). Hence ĉ \ û = ;. Now let v̂ � û. Let

v � u be such that v̂ = fh�ti

N

j t 2 vg. Then �v(u � v) 2 SFS

N

. Hence ĉ ` v̂ and

ĉ [ v̂ ` fh�vti

N

j t 2 u� vg. For all t 2 u� v; �(v [ t) 2 SFS

N

and so by condition (C1),

�t �

N

�vt. Therefore fh�vti

N

j t 2 u� vg = û� v̂. This proves that nu(N) satis�es (A2).

2
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Example 3.5

Let N

1

be the Petri net depicted in Figure 3 with its associated L-event structure

nu(N

1

).

a

b

c

N
1

o

{ < a > } { < b > }

{ < a >,< ac > } { < b >,< bc > }

( )
1nu N

Figure 3: A Petri net and its associated L-event structure

For the transition c of N

1

there are two di�erent events in nu(N

1

): haci

N

1

and hbci

N

1

.

The L-event structure nu(N

1

) has four events and also four di�erent equivalence classes of

prime intervals (under �

nu(N

1

)

). Hence nu(N

1

) has the unique occurrence property.

Let N

2

be the Petri net depicted in Figure 4. In N

2

, a and b can only occur concurrently

if c occurs �rst. The transition d can only occur if both a and b have occurred, but c has not

yet occurred. The L-event structure nu(N

2

) is ES

3

from Example 1.2 (where the unique

equivalence class corresponding to each transition has been replaced by the transition

itself). Thus, also nu(N

2

) has the unique occurrence property. 2

We now wish to prove that, given an arbitrary Petri net N = (S; T;W;M

in

), the L-

event structure nu(N) = (E;C;`) always has the unique occurrence property. To this end

we �rst show how the set of step �ring sequences of nu(N) can be derived from the set of

step �ring sequences of N by means of a function seq

N

which associates with every step

�ring sequence of N a step sequence over E.

De�ne the function seq

N

: SFS

N

! (P

F

(E))

+

inductively by: seq

N

(;) = ; and

seq

N

(�u) = seq

N

(�)fh�ti

N

j t 2 ug. If the Petri net N is clear from the context, then

we may omit the subscript

N

in seq

N

.

Lemma 3.6

Let N = (S; T;W;M

in

) be a Petri net. Then seq(SFS

N

) = SFS

nu(N)

.

Proof.

Let nu(N) = (E;C;`). Let � 2 SFS

N

. We prove that seq(�) 2 SFS

nu(N)

and

cf (seq(�)) = past

N

(�) by induction on j�j. If � = ; then this is clear, so assume

15



c

a

b

d

Figure 4: The Petri net N

2

that � = �

0

u with �

0

2 SFS

N

and ; 6= u 2 P

F

(T ). By the induction hypothesis

seq(�

0

) 2 SFS

nu(N)

and cf (seq(�

0

)) = past

N

(�

0

). We also have, by the de�nition of

`, that past

N

(�

0

) ` û where û = fh�

0

ti

N

j t 2 ug. Hence seq(�

0

)û 2 SFS

nu(N)

and

cf (seq(�

0

)û) = past

N

(�

0

) [ û. Since seq(�

0

)û = seq(�) and past

N

(�

0

) [ û = past

N

(�), we

can now conclude that seq(�) 2 SFS

nu(N)

and cf (seq(�)) = past

N

(�).

Now let �̂ 2 SFS

nu(N)

. We prove by induction on j�̂j that there exists � 2 SFS

N

with

seq(�) = �̂ and past

N

(�) = alph(�̂). If �̂ = ; then � = ; is as required, so assume that

�̂ =

^

�

0

û with

^

�

0

2 SFS

nu(N)

and ; 6= û 2 P

F

(E). By the induction hypothesis there

exists �

0

2 SFS

N

such that seq(�

0

) =

^

�

0

and past

N

(�

0

) = alph(

^

�

0

). Since past

N

(�

0

) ` û

there exist �

1

2 SFS

N

and u 2 P

F

(T ) such that �

1

u 2 SFS

N

, past

N

(�

1

) = past

N

(�

0

), and

û = fh�

1

ti

N

j t 2 ug. From past

N

(�

1

) = past

N

(�

0

) and Lemma 2.2(1) it easily follows

that num

t

(�

1

) = num

t

(�

0

) for all t 2 T and hence �

1

and �

0

lead to the same marking.

Then we know from �

1

u 2 SFS

N

that also �

0

u 2 SFS

N

. Moreover, h�

1

ti

N

= h�

0

ti

N

for all t 2 u by condition (C2). Hence seq(�

0

u) = seq(�

0

)fh�

0

ti

N

j t 2 ug =

^

�

0

û and

past

N

(�

0

u) = past

N

(�

0

) [ fh�

0

ti

N

j t 2 ug = alph(

^

�

0

) [ û = alph(

^

�

0

û). 2

The above lemma allows us to characterize int

nu(N)

as follows.

Lemma 3.7

Let N = (S; T;W;M

in

) be a Petri net and let � 2 SFS

N

. Then int

nu(N)

(seq(�)) =

fseq(�

0

)h�

0

ti

N

j �

0

t 2 int

N

(�)g.

Proof.

If � = ; then the claim trivially holds, so assume that � = �

1

u with �

1

2 SFS

N

and

; 6= u 2 P

F

(T ) and suppose that int

nu(N)

(seq(�

1

)) = fseq(�

0

)h�

0

ti

N

j �

0

t 2 int

N

(�

1

)g. Then

16



int

nu(N)

(seq(�)) = int

nu(N)

(seq(�

1

)) [ fseq(�

1

)

^

t j

^

t 2 fh�

1

ti

N

j t 2 ugg = fseq(�

0

)h�

0

ti

N

j

�

0

t 2 int

N

(�)g. 2

Lemma 3.6 implies a close relationship between the prime intervals of a Petri net N

and the prime intervals of nu(N) : PI

nu(N)

= fseq(�)h�ti

N

j �t 2 PI

N

g. Using Lemma 3.6

and Lemma 3.7 it is shown next that there is also a strong correspondence between the

equivalence classes of prime intervals under �

N

and �

nu(N)

.

Lemma 3.8

Let N = (S; T;W;M

in

) be a Petri net and let �

1

t

1

; �

2

t

2

2 PI

N

. Then �

1

t

1

�

N

�

2

t

2

i�

seq(�

1

)h�

1

t

1

i

N

�

nu(N)

seq(�

2

)h�

2

t

2

i

N

.

Proof.

If seq(�

1

)h�

1

t

1

i

N

�

nu(N)

seq(�

2

)h�

2

t

2

i

N

, then by Lemma 2.2(1) h�

1

t

1

i

N

= h�

2

t

2

i

N

.

In order to prove the implication in the other direction, assume that h�

1

t

1

i

N

= h�

2

t

2

i

N

.

De�ne the equivalence relation R � PI

N

� PI

N

by: �tR �

0

t

0

i� seq(�)h�ti

N

�

nu(N)

seq(�

0

)h�

0

t

0

i

N

. Suppose that R is SFS

N

-consistent. Since �

N

is the least equivalence

relation which is SFS

N

-consistent it follows that �

N

� R. Hence �

1

t

1

R�

2

t

2

and thus, by

the de�nition of R, seq(�

1

)h�

1

t

1

i

N

�

nu(N)

seq(�

2

)h�

2

t

2

i

N

.

In order to prove that R satis�es (C1), suppose �u 2 SFS

N

and t 2 u. Since �

N

satis�es (C1), we have h�ti

N

= h�(u� t)ti

N

. We also have, by Lemma 3.6, that seq(�u) 2

SFS

nu(N)

. Combining this with �

nu(N)

satis�es (C1) leads to seq(�)h�ti

N

�

nu(N)

seq(�)(û�

h�ti

N

)h�ti

N

where û = fh�t

0

i

N

j t

0

2 ug, because . Since seq(�)(û�h�ti

N

) = seq(�(u� t)),

we can now conclude by the de�nition of R that �tR�(u� t)t. This proves that R satis�es

(C1).

Now suppose �t; �

0

t 2 PI

N

are such that past

R

(�) = past

R

(�

0

). In order to prove that

�tR �

0

t, we must show that seq(�)h�ti

N

�

nu(N)

seq(�

0

)h�

0

ti

N

. Because �

nu(N)

satis�es

(C2), it su�ces to prove that past

nu(N)

(seq(�)) = past

nu(N)

(seq(�

0

)) and h�ti

N

= h�

0

ti

N

.

In order to prove that past

nu(N)

(seq(�)) = past

nu(N)

(seq(�

0

)), let h�̂

1

^

t

1

i

nu(N)

2

past

nu(N)

(seq(�)). Then there exists �̂

3

^

t

3

2 int(seq(�)) such that h�̂

1

^

t

1

i

nu(N)

= h�̂

3

^

t

3

i

nu(N)

.

By Lemma 3.7 there exists �

3

t

3

2 int (�) such that �̂

3

^

t

3

= seq(�

3

)h�

3

t

3

i

N

. Then h�

3

t

3

i

R

2

past

R

(�) = past

R

(�

0

). Hence there exists �

4

t

4

2 int(�

0

) such that h�

3

t

3

i

R

= h�

4

t

4

i

R

. Then,

again by Lemma 3.7, seq(�

4

)h�

4

t

4

i

N

2 int(seq(�

0

)). Moreover, �̂

3

^

t

3

�

nu(N)

seq(�

4

)h�

4

t

4

i

N

by the de�nition of R. Hence h�̂

1

^

t

1

i

nu(N)

= hseq(�

4

)h�

4

t

4

i

N

i

nu(N)

2 past

nu(N)

(seq(�

0

)). This

proves that past

nu(N)

(seq(�)) � past

nu(N)

(seq(�

0

)). By a symmetric argument we can show

that past

nu(N)

(seq(�

0

)) � past

nu(N)

(seq(�)) and thus past

nu(N)

(seq(�)) = past

nu(N)

(seq(�

0

)).

In order to prove that h�ti

N

= h�

0

ti

N

, it su�ces to prove that past

N

(�) = past

N

(�

0

)

because �

N

satis�es (C2). Let h�

3

t

3

i

N

2 past

N

(�). Then there exists �

4

t

4

2 int(�)

such that h�

3

t

3

i

N

= h�

4

t

4

i

N

. By Lemma 3.7 we now have that �̂

4

^

t

4

2 int(seq(�)) where

�̂

4

= seq(�

4

) and

^

t

4

= h�

4

t

4

i

N

. Hence h�̂

4

^

t

4

i

nu(N)

2 past

nu(N)

(seq(�)) = past

nu(N)

(seq(�

0

)).

Then there exists �̂

5

^

t

5

2 int(seq(�

0

)) such that h�̂

4

^

t

4

i

nu(N)

= h�̂

5

^

t

5

i

nu(N)

. By Lemma 2.2(1),

^

t

4

=

^

t

5

. By Lemma 3.7 there exists �

5

t

5

2 int(�

0

) such that �̂

5

= seq(�

5

) and

^

t

5

= h�

5

t

5

i

N

.

Then

^

t

5

2 past

N

(�

0

), and so h�

3

t

3

i

N

=

^

t

4

=

^

t

5

2 past

N

(�

0

). This proves that past

N

(�) �

past

N

(�

0

). Similarly we have that past

N

(�

0

) � past

N

(�) and thus past

N

(�) = past

N

(�

0

).
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This �nishes the proof that R satis�es (C2). Now we can conclude that

seq(�

1

)h�

1

t

1

i

N

�

nu(N)

seq(�

2

)h�

2

t

2

i

N

. 2

One of the main results of this paper can now be stated.

Theorem 3.9

Let N = (S; T;W;M

in

) be a Petri net. Then nu(N) is an UL-event structure.

Proof.

By Lemma 3.4, nu(N) is an L-event structure. We must verify that nu(N) satis�es the

conditions (U1) and (U2) speci�ed in the de�nition of the unique occurrence property.

Let nu(N) = (E;C;`). If h�ti

N

2 E then �t 2 SFS

N

and hence past

N

(�) ` h�ti

N

.

Hence nu(N) satis�es (U1). Now in order to prove (U2), let �̂

1

^

t

1

; �̂

2

^

t

2

2 PI

nu(N)

be

such that

^

t

1

=

^

t

2

. By Lemma 3.6 there exist �

1

; �

2

2 SFS

N

and t

1

; t

2

2 T such that

�

1

t

1

; �

2

t

2

2 SFS

N

, �̂

1

= seq(�

1

), �̂

2

= seq(�

2

),

^

t

1

= h�

1

t

1

i

N

, and

^

t

2

= h�

2

t

2

i

N

. Since

^

t

1

=

^

t

2

we then have by Lemma 3.8, that �̂

1

^

t

1

�

nu(N)

�̂

2

^

t

2

. 2

In [NPW] a map from 1-safe Petri nets to prime event structures is de�ned, which

associates a prime event structure npw (N) with each 1-safe Petri net N . In the present

setting, a 1-safe Petri net is a Petri net N in which for everyM 2 RM

N

and every s of N ,

M(s) � 1. In addition we require, similar to [NPW], that a 1-safe Petri net does not have

isolated transitions, that is transitions t with

�

t [ t

�

= ;.

Now let NPW = pu�npw , where pu is the map from prime event structures to UL-event

structures de�ned in Section 1. Then we have the following result.

Theorem 3.10

Let N be a 1-safe Petri net. Then nu(N) � NPW (N). 2

The proof of this result is tedious, but straightforward to obtain by basically using

arguments available in the literature. In particular, [WN] contains a representation result

linking prime event structures to the Mazurkiewicz trace languages. The proof of this

representation result given in [WN] can be easily adapted to serve as the backbone of the

proof of Theorem 3.10.

Thus our event structure semantics for Petri nets, when restricted to 1-safe Petri nets,

agrees completely (upto isomorphism) with the event structure semantics of [NPW] for

1-safe Petri nets. Clearly, the class of 1-safe Petri nets is properly included in the class of

Petri nets. Note that the class of prime event structures (under the map pu) is properly

included in the class of UL-event structures. Hence Theorem 3.9, Theorem 3.10, and

Example 3.5 together assure us that our event structure semantics for Petri nets (even

with auto-concurrency �ltered out) is a strictly conservative extension of the basic result

in [NPW].

To conclude this section, we identify the subclass of Petri nets which do not exhibit

any auto-concurrency in their behaviours. This subclass of co-safe Petri nets will play a

role in Section 5.
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De�nition 3.11

A Petri net N is co-safe if MFS

N

= SFS

N

. 2

Note that every 1-safe Petri net is co-safe. The class of co-safe Petri nets is however a

non-trivial extension of the class of 1-safe Petri nets. The Petri net N

2

depicted in Figure 4

is co-safe, but not 1-safe. Interestingly enough, co-safe Petri nets also arise as the targets

of the net semantics constructed for the process algebra called Petri Box Calculus [BDH].

This follows from the work of [De].

4 From Local Event Structures to Petri Nets

In [NPW] it is not only shown how to associate a prime event structure with each 1-safe

Petri net, but also a map from prime event structures to 1-safe Petri nets is given. Our

aim is to lift this construction also here; in other words, set up a map from UL-event

structures to Petri nets. It turns out that the construction we have in mind works for all

L-event structures. Hence we will construct a map from L-event structures to Petri nets.

As a consequence, we will be able to show later that every L-event structure can in fact

be represented as an UL-event structure.

Given a prime event structure (E;�;#), the causality relation �, the conict relation

#, and the fact that each event occurs at most once makes it possible in [NPW] to quickly

manufacture a suitable set of conditions. It is then easy to associate, in a canonical

way, a 1-safe Petri net with each prime event structure. In the present setting, it is far

from clear what causality, concurrency, and conict could mean. Fortunately, there is a

fairly well-understood construction, the so-called \regional" construction, by which one

can manufacture places (of a Petri net) out of concurrency models which have a natural

transition relation associated with them. (See, e.g., [ER], [NRT], [WN], [HKT1], [M]).

De�nition 4.1

Let ES = (E;C;`) be an L-event structure. A region of ES is a function r : C [ E !

N [ (N�N) satisfying the following conditions.

(1) 8c 2 C: r(c) 2 N and 8e 2 E: r(e) 2 N�N.

For e 2 E we write r(e) = (

r

e; e

r

).

(2) c ` u) (r(c) �

P

e2u

r

e and r(c [ u) = r(c) +

P

e2u

(e

r

�

r

e)).

A region r of ES is non-trivial if 9e 2 E: r(e) 6= (0; 0).

The set of non-trivial regions of ES is denoted by R

ES

. 2

The map en from L-event structures to Petri nets is de�ned as follows. Let ES =

(E;C;`) be an L-event structure. Then en(ES ) = (R

ES

; E;W;M

in

) where

(1) W : (R

ES

� E) [ (E � R

ES

) ! N is such that 8r 2 R

ES

:8e 2 E:W (r; e) =

r

e and W (e; r) = e

r
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(2) M

in

: R

ES

! N is such that 8r 2 R

ES

:M

in

(r) = r(;).

The Petri net en(ES ) is \saturated" in the sense that no new places can be added

without changing its behaviour or duplicating places.

For the L-event structure ES

3

from Example 1.2 the Petri net en(ES

3

) is depicted in

Figure 5 where only some of the in�nite number of places of en(ES

3

) have been drawn.

c

d

b

a

5

2

. . . .2 3

Figure 5: The Petri net en(ES

3

)

The following lemma shows that en(ES ) has the same step �ring sequences as ES .

Moreover, it turns out that MFS

en(ES)

= SFS

en(ES)

and so en(ES ) is a co-safe Petri net.

While it is fairly straightforward to prove that SFS

ES

� SFS

en(ES)

, the converse inclusion

requires a more complicated proof showing that ES has enough regions to prevent the

existence of \wrong" step �ring sequences in SFS

en(ES)

.

Lemma 4.2

Let ES = (E;C;`) be an L-event structure. Then SFS

ES

= MFS

en(ES)

= SFS

en(ES)

.

Proof.

Let en(ES ) = (R

ES

; E;W;M

in

). Let for each e 2 E the function r

e

: C [ E !

N [ (N�N) be given by:

(1) 8e

0

2 E: r

e

(e

0

) =

(

(1; 1) if e

0

= e

(0; 0) otherwise

(2) 8c 2 C: r

e

(c) = 1.
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Then each r

e

is a non-trivial region of ES , and so it is clear that MFS

en(ES)

= SFS

en(ES)

.

Now suppose � 2 SFS

ES

. We prove by induction on j�j that � 2 SFS

en(ES)

and

r(alph(�)) = M(r) for all r 2 R

ES

where M 2 RM

en(ES)

is such that M

in

�

=)

en(ES)

M .

If � = ; then this follows immediately, so assume that � = �

0

u with u 6= ;. Then

alph(�

0

) ` u. By the induction hypothesis �

0

2 SFS

en(ES)

and r(alph(�

0

)) = M

0

(r) for

all r 2 R

ES

where M

in

�

0

=)

en(ES)

M

0

. By the de�nition of a region and the de�nition of

en(ES ), M

0

(r) = r(alph(�

0

)) �

P

e2u

r

e =

P

e2u

W (r; e) for all r 2 R

ES

. This proves that

�

0

u 2 SFS

en(ES)

. Moreover, if M

in

�

=)

en(ES)

M then r(alph(�)) = r(alph(�

0

)) +

P

e2u

(e

r

�

r

e) = M

0

(r) +

P

e2u

(W (e; r)�W (r; e)) = M(r) for all r 2 R

ES

.

Conversely, suppose that � 2 SFS

en(ES)

. We prove by induction on j�j that � 2

SFS

ES

and, for all r 2 R

ES

, M(r) = r(alph(�)) where M 2 RM

en(ES)

is such that

M

in

�

=)

en(ES)

M . If � = ; then this is clear, so assume that � = �

0

u with �

0

2 SFS

en(ES)

and ; 6= u 2 P

F

(E). Let M

0

2 RM

en(ES)

be such that M

in

�

0

=)

en(ES)

M

0

. By the induction

hypothesis �

0

2 SFS

ES

and, for all r 2 R

ES

, M

0

(r) = r(alph(�

0

)). We �rst prove that

alph(�

0

) \ u = ;.

Suppose e 2 alph(�

0

). Then de�ne rhei : C [ E !N [ (N�N) as follows.

(1) 8e

0

2 E: rhei(e

0

) =

(

(1; 0) if e

0

= e

(0; 0) otherwise.

(2) 8c 2 C: rhei(c) =

(

0 if e 2 c

1 otherwise.

Claim 1. rhei 2 R

ES

.

Let us assume that Claim 1 holds. Then we have M

0

(rhei) = rhei(alph(�

0

)) = 0. In

addition we know that W (rhei; e) = 1 and, because �

0

u 2 SFS

en(ES)

, we also know that

M

0

(rhei) �

P

e

0

2u

W (rhei; e

0

). All this leads to the conclusion that e 62 u. This proves that

alph(�

0

) \ u = ;.

Now we observe that � = �

0

u 2 SFS

ES

if alph(�

0

) ` u. So denote c = alph(�

0

) and

assume that c ` u does not hold. This leads to a contradiction as we show next.

De�ne rhu; ci : C [ E !N [ (N�N) as follows.

(1) 8e 2 E: rhu; ci(e) =

8

>

<

>

:

(1; 0) if e 2 c

(1; 1) if e 2 u

(0; 1) otherwise.

(2) 8c

0

2 C: rhu; ci(c

0

) = jcj+ juj � 1 +

P

e2c

0

(e

rhu;ci

�

rhu;ci

e).

Claim 2. rhu; ci 2 R

ES

.

If Claim 2 holds, then M

0

(rhu; ci) = rhu; ci(c) = juj � 1 < juj =

P

e2u

rhu;ci

e =
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P

e2u

W (rhu; ci; e), a contradiction with �

0

u 2 SFS

en(ES)

. Thus c ` u and hence � = �

0

u 2

SFS

ES

. Moreover, r(alph(�)) = r(c [ u) = r(c) +

P

e2u

(e

r

�

r

e) = M

0

(r) +

P

e2u

(W (e; r)�

W (r; e)) =M(r) for all r 2 R

ES

.

Thus if we prove Claim 1 and Claim 2 then we can conclude that SFS

ES

= SFS

en(ES)

.

Proof of Claim 1.

To simplify the notation we write r instead of rhei. Suppose c

0

` v. Since c

0

\ v = ;

by (A2) we then have that r(c

0

[ v) = r(c

0

)� jv \ ej = r(c

0

) +

P

e

0

2v

(e

0r

�

r

e

0

) and r(c

0

) =

r(c

0

[v)+ jv\ej � jv\ej =

P

e

0

2v

r

e

0

. Hence r is a region of ES which is clearly non-trivial.

This proves Claim 1.

Proof of Claim 2.

In order to simplify the notation, we write r instead of rhu; ci in this proof.

Suppose c

0

2 C and v 2 P

F

(E) are such that c

0

` v. Since c

0

\ v = ; by (A2)

we immediately have that r(c

0

[ v) = r(c

0

) +

P

e2v

(e

r

�

r

e). Now we must prove that

r(c

0

) �

P

e2v

r

e.

Let n = jv \ (c [ u)j =

P

e2v

r

e. Then we must prove that r(c

0

) � n. Set k = jc

0

\ uj

and j = jc

0

\ cj and m = jc

0

\ (E � (c [ u))j. Since c \ u = ; and c

0

\ v = ; it

follows that n � jcj + juj � k � j. Moreover, by the de�nition of r, it is clear that

r(c

0

) = jcj + juj � 1 + k +m� k � j = jcj+ juj � 1 +m � j. Hence if m + k � 1 we are

done. Therefore we assume in the rest of the proof that m = k = 0. In other words, we

assume that c

0

� c. This leads to the equation r(c

0

) = jcj + juj � 1 � jc

0

j. On the other

hand, n � jcj+ juj � jc

0

j. If n < jcj+ juj � jc

0

j then we at once get r(c

0

) � n. We now wish

to argue that n = jcj+ juj � jc

0

j leads to a contradiction.

To see this, suppose that n = jcj+ juj � jc

0

j. Let v

1

= v \ c and v

2

= v \ u. Then from

c

0

\ v = ; and c

0

� c it follows that v

1

= c� c

0

and v

2

= u. Since c

0

` v we also have that

c

0

` (v

1

[v

2

) by (A2). Again by (A2) we now know that (c

0

[v

1

) ` v

2

. Since c

0

[v

1

= c and

v

2

= u this leads to a contradiction. This proves that n = jcj+ juj � jc

0

j is not possible, so

r(c

0

) � n.

This proves that r is a region of ES . Since u 6= ;, r is also non-trivial. This �nishes

the proof of Claim 2. 2

From the proof of the above lemma it follows that en(ES ) is not just a co-safe Petri

net. In fact en(ES ) has enough places to ensure that it is a locally sequential Petri net.

A locally sequential Petri net is a Petri net N = (S; T;W;M

in

) where for each t 2 T

there exists a \private" place s

t

2 S such that M

in

(s

t

) = 1 and, for each x 2 T , W (s

t

; x) =

W (x; s

t

) = 1 if x = t and W (s

t

; x) = W (x; s

t

) = 0 otherwise.

Thus in a locally sequential Petri net co-safety is guaranteed by purely structural means.

Recall that our main aim is to associate a Petri net with every UL-event structure. It

turns out that our map en (which acts on all L-event structures), when restricted to UL-

event structures, �ts in very well with the map nu from Petri nets to UL-event structures

given in Section 3.

Let ES = (E;C;`) be an UL-event structure with nu(en(ES )) = (

^

E;

^

C;

^

`). De�ne

�

ES

: E !

^

E as follows. Let e 2 E. By the unique occurrence property there exists a
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unique equivalence class h�ei

ES

. Now let �

ES

(e) = h�ei

en(ES)

. Note that by Lemma 4.2,

SFS

ES

� SFS

en(ES)

, and so �

ES

(e) is well-de�ned by Lemma 2.2(2).

Theorem 4.3

Let ES be an UL-event structure. Then �

ES

an LES-isomorphism from ES to

nu(en(ES )) and so ES � nu(en(ES )).

Proof.

Let ES = (E;C;`) and nu(en(ES )) = (

^

E;

^

C;

^

`) and let c 2 C and u 2 P

F

(E).

Suppose c ` u. Let � 2 SFS

ES

be such that alph(�) = c. Then �u 2 SFS

ES

and hence

�u 2 SFS

en(ES)

by Lemma 4.2. This implies by the de�nition of nu that past

en(ES)

(�)

^

`û

where û = fh�ei

en(ES)

j e 2 ug. In order to prove that �

ES

(c)

^

`�

ES

(u) we must prove that

�

ES

(c) = past

en(ES)

(�) and �

ES

(u) = û.

Suppose e

1

2 c with �

1

e

1

2 PI

ES

such that �

ES

(e

1

) = h�

1

e

1

i

en(ES)

. From e

1

2 alph(�)

it follows that there exists �

0

1

e

1

2 int

ES

(�) = int

en(ES)

(�). Moreover, by the unique oc-

currence property h�

1

e

1

i

ES

= h�

0

1

e

1

i

ES

and hence, by Lemma 2.2(1) and Lemma 4.2, also

h�

1

e

1

i

en(ES)

= h�

0

1

e

1

i

en(ES)

. Since h�

0

1

e

1

i

en(ES)

2 past

en(ES)

(�), this proves that �

ES

(e

1

) 2

past

en(ES)

(�).

Now suppose h�

1

e

1

i

en(ES)

2 past

en(ES)

(�). Then there exists �

0

1

e

1

2 int

en(ES)

(�) =

int

ES

(�) such that h�

1

e

1

i

en(ES)

= h�

0

1

e

1

i

en(ES)

. Hence e

1

2 alph(�) = c and �

ES

(e

1

) =

h�

0

1

e

1

i

en(ES)

. This proves that past

en(ES)

(�) � �

ES

(c) and hence �

ES

(c) = past

en(ES)

(�).

It easily follows that �

ES

(u) = û. Hence �

ES

(c)

^

`�

ES

(u). This proves that �

ES

is an

LES-morphism from ES to nu(en(ES )).

In order to prove that �

ES

is an LES-isomorphism, suppose �

ES

(c)

^

`�

ES

(u). Then there

exists �v 2 SFS

en(ES)

such that �

ES

(c) = past

en(ES)

(�) and �

ES

(u) = fh�ei

en(ES)

j e 2 vg.

This implies that c = alph(�) and u = v. Moreover, �v 2 SFS

ES

by Lemma 4.2 and hence

c ` u. Since �

ES

is a bijection, we can conclude that �

ES

is an LES-isomorphism. 2

Once again this result mirrors a property established for prime event structures in

[NPW].

5 Universality of the Constructions

The back-and-forth constructions established in [NPW] between 1-safe Petri nets and prime

event structures were later proved by Winskel [W3] to be the \right" ones. He achieved

this by equipping both classes of objects with suitable behaviour-preserving morphisms and

showed that the constructions of [NPW] smoothly lift to a pair of functors which constitute

a co-reection. Our aim here is to explore to what extent we can mimic this categorical

result in the present, much richer setting. We show that due to auto-concurrency we can

not obtain a co-reection between the categories of UL-event structures and Petri nets

de�ned in this section. We do however get a co-reection for the subcategory of co-safe

Petri nets. This is the main result of this section. A consequence of this result is that
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the category of UL-event structures is a full co-reective subcategory of the category of

L-event structures.

Let us �rst introduce the various categories. We have already de�ned morphisms for

L-event structures, which leads to the following de�nition.

De�nition 5.1

Let LES be the category which has L-event structures as its objects and LES-morphisms

as its arrows. The identity morphism associated with an object is the identity function on

its events; composition of LES-morphisms is composition of partial functions.

Let ULES be the full subcategory of LES the objects of which are UL-event structures.

2

As for Petri nets, previous research [W2, M] shows that the notion of morphism for

Petri nets formulated in the next de�nition is the appropriate one in the present context.

De�nition 5.2

PN is the category which has Petri nets as its objects and PN-morphisms as its arrows.

A PN-morphism (�; �) : (S

1

; T

1

;W

1

;M

1

) ! (S

2

; T

2

;W

2

;M

2

) consists of partial functions

� : S

2

! S

1

and � : T

1

! T

2

such that

(1) 8s

2

2 S

2

: (�(s

2

) is de�ned )M

2

(s

2

) = M

1

(�(s

2

)))

(2) 8t

1

2 T

1

: (�(t

1

) is unde�ned ) �

�1

(

�

t

1

) = �

�1

(t

1

�

) = ;)

(3) 8t

1

2 T

1

: (�(t

1

) is de�ned )

(3a) �

�1

(

�

t

1

) =

�

�(t

1

) and �

�1

(t

1

�

) = �(t

1

)

�

and

(3b) 8s

2

2

�

�(t

1

):W

2

(s

2

; �(t

1

)) = W

1

(�(s

2

); t

1

) and

(3c) 8s

2

2 �(t

1

)

�

:W

2

(�(t

1

); s

2

) = W

1

(t

1

; �(s

2

))).

The identity morphism associated with an object is the pair of identity functions on places

and transitions; composition of PN-morphisms (�

1

; �

1

) from N

1

to N

2

and (�

2

; �

2

) from N

2

to N

3

is the PN-morphism (�

1

� �

2

; �

2

� �

1

) from N

1

to N

3

(where � denotes composition

of partial functions). 2

Example 5.3

The pair of functions (�; �) indicated in Figure 6 is a PN-morphism from N

3

to N

4

.

2

PN-morphisms are behaviour-preserving in the following sense [M].

Lemma 5.4

Let N

i

, i = 1; 2, be Petri nets and let (�; �) be a PN-morphism from N

1

to N

2

. Then

�(�) 2 MFS

N

2

for all � 2 MFS

N

1

. 2
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a b c

N
3 N

4

Figure 6: A PN-morphism (�; �)

In a later part of this section we will use the fact that the Petri net en(ES ) associated

with an L-event structure ES in Section 4 has no isolated places and is S-simple.

A Petri net (S; T;W;M

in

) is S-simple if 8s

1

; s

2

2 S: (M

in

(s

1

) = M

in

(s

2

) and

8t 2 T: (W (t; s

1

) = W (t; s

2

) and W (s

1

; t) = W (s

2

; t))) s

1

= s

2

).

For such a Petri net, a PN-morphism is completely determined by its transition function,

which follows from another result by [M].

Lemma 5.5

Let (�

1

; �) and (�

2

; �) be a pair of PN-morphisms from N

1

to N

2

where N

1

has no

isolated places and is S-simple. Then �

1

= �

2

. 2

We are looking for a co-reection between ULES and PN in which the left adjoint

would act as en on the objects of ULES and the right adjoint would act as nu on the

objects of PN .

To achieve this, we would like to extend the map nu to become a functor from PN

to ULES in such a way that prime intervals are preserved. This means that whenever

(�; �) is a PN-morphism from N to N

0

and h�ti

N

is an event of nu(N), then �(t) is de�ned

i� nu((�; �))(h�ti

N

) is de�ned. Unfortunately, this is not possible. Consider, e.g., the

PN-morphism (�; �) from N

3

to N

4

in Example 5.3. The UL-event structure nu(N

3

) has

two events, hai

N

3

= hbai

N

3

and hbi

N

3

= habi

N

3

. Also the UL-event structure nu(N

4

) has

two events, hci

N

4

and hcci

N

4

. Even though both �(a) and �(b) are de�ned, there exists

however no LES-morphism f from nu(N

3

) to nu(N

4

) in which both f(hai

N

3

) and f(hbi

N

3

)

are de�ned.

The problem is that in a PN-morphism transitions which can occur concurrently, may

be mapped to the same transition, leading to auto-concurrency. As a consequence, step

�ring sequences of the �rst Petri net may be mapped to multiset �ring sequences of the

second Petri net. For this reason we restrict our attention to co-safe Petri nets in the rest

of this section.
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De�nition 5.6

Let PNS be the full subcategory of PN the objects of which are co-safe Petri nets.

2

In what follows the map nu de�ned in Section 3, when restricted to co-safe Petri nets,

is extended to a functor from PNS to ULES . Then the map en de�ned in Section 4 is

extended to a functor from LES to PNS. Once these functors are de�ned we can prove

the desired co-reection between ULES and PNS.

From Lemma 5.4 we already know that for co-safe Petri nets prime intervals are pre-

served under PN-morphisms. In the following lemma it is proved that for co-safe Petri nets

also equivalence of prime intervals is preserved under PN-morphisms.

Lemma 5.7

Let N

i

= (S

i

; T

i

;W

i

;M

i

), i = 1; 2, be co-safe Petri nets and let (�; �) be a PN-morphism

fromN

1

to N

2

. Let t 2 T be such that �(t) is de�ned and let �t; �

0

t 2 PI

N

1

. Then �t �

N

1

�

0

t

implies �(�)�(t) �

N

2

�(�

0

)�(t).

Proof.

De�ne R � PI

N

1

�PI

N

1

by: �

1

t

1

R�

2

t

2

i� (t

1

= t

2

and �(t

1

) is unde�ned) or (�(t

1

) and

�(t

2

) are de�ned and �(�

1

)�(t

1

) �

N

2

�(�

2

)�(t

2

)). Note that R is an equivalence relation.

Suppose R is SFS

N

1

-consistent. Then since �

N

1

is the least equivalence relation which is

SFS

N

1

-consistent, it follows that �

N

1

� R. Hence �t �

N

1

�

0

t implies �tR �

0

t and thus, by

the de�nition of R, �(�)�(t) �

N

2

�(�

0

)�(t). Thus it is su�cient to prove that R satis�es

the conditions (C1) and (C2).

Suppose �

1

u 2 SFS

N

1

and t

1

2 u. If �(t

1

) is unde�ned then we immediately have that

�

1

t

1

R�

1

(u � t

1

)t

1

, so assume that �(t

1

) is de�ned. Then �(�

1

u) 2 SFS

N

2

by Lemma 5.4

and �(t

1

) 2 �(u). Since �

N

2

satis�es (C1), it then follows that �(�

1

)�(t

1

) �

N

2

�(�

1

)(�(u)�

�(t

1

))�(t

1

). Moreover, by Lemma 5.4 and the fact that N

2

is co-safe we have that

�(�

1

)(�(u) � �(t

1

)) = �(�

1

(u � t

1

)). This yields �

1

t

1

R�

1

(u � t

1

)t

1

by the de�nition of

R. Thus R satis�es (C1).

Now suppose �t

0

; �

0

t

0

2 PI

N

1

are such that past

R

(�) = past

R

(�

0

). If �(t

0

) is unde-

�ned then we immediately have that �t

0

R�

0

t

0

, so assume that �(t

0

) is de�ned. Suppose

past

N

2

(�(�)) = past

N

2

(�(�

0

)). Then since �

N

2

satis�es (C2) we know that �(�)�(t

0

) �

N

2

�(�

0

)�(t

0

) and hence �t

0

R�

0

t

0

. Thus in order to prove that R satis�es (C2), it is su�cient

to prove that past

N

2

(�(�)) = past

N

2

(�(�

0

)).

Let h�

1

t

1

i

N

2

2 past

N

2

(�(�)). Then there exists �

2

t

2

2 int(�) such that �(t

2

) is de-

�ned and h�

1

t

1

i

N

2

= h�(�

2

)�(t

2

)i

N

2

. Then also h�

2

t

2

i

R

2 past

R

(�) = past

R

(�

0

). Hence

there exists �

3

t

3

2 int (�

0

) such that h�

2

t

2

i

R

= h�

3

t

3

i

R

. Since �(t

2

) is de�ned this implies

that �(t

3

) is also de�ned and h�(�

2

)�(t

2

)i

N

2

= h�(�

3

)�(t

3

)i

N

2

. Moreover, h�(�

3

)�(t

3

)i

N

2

2

past

N

2

(�(�

0

)) by the de�nition of past. Hence h�

1

t

1

i

N

2

2 past

N

2

(�(�

0

)). This proves that

past

N

2

(�(�)) � past

N

2

(�(�

0

)). Similarly we have past

N

2

(�(�

0

)) � past

N

2

(�(�)) and thus

past

N

2

(�(�)) = past

N

2

(�(�

0

)). 2

Now we can extend the map nu to a functor, also denoted by nu, from PNS to ULES .
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Let N

1

and N

2

be a pair of co-safe Petri nets and let (�; �) be a PN-morphism from

N

1

to N

2

. Suppose nu(N

1

) = (E

1

; C

1

;`

1

) and nu(N

2

) = (E

2

; C

2

;`

2

). Then we de�ne

nu((�; �)) to be the partial function from E

1

to E

2

given by:

8h�ti

N

1

2 E

1

:nu((�; �))(h�ti

N

1

) =

(

unde�ned if �(t) is unde�ned

h�(�)�(t)i

N

2

otherwise.

Note that by Lemma 5.7 nu((�; �)) is well-de�ned.

Lemma 5.8

Let N

1

and N

2

, be co-safe Petri nets and let (�; �) be a PN-morphism from N

1

to N

2

.

Then nu((�; �)) is an LES-morphism from nu(N

1

) to nu(N

2

).

Proof.

Let nu(N

1

) = (E

1

; C

1

;`

1

) and nu(N

2

) = (E

2

; C

2

;`

2

). Let nu((�; �)) be denoted by f .

Given ĉ `

1

û we have to prove that f(ĉ) `

2

f(û). So suppose ĉ `

1

û. Then there exists

�u 2 SFS

N

1

such that ĉ = past

N

1

(�) and û = fh�ti

N

1

j t 2 ug. By Lemma 5.4 we have

that �(�); �(�u) 2 SFS

N

2

. Hence by the de�nition of `

2

past

N

2

(�(�)) `

2

fh�(�)t

0

i

N

2

j t

0

2

�(u)g. Now past

N

2

(�(�)) = fh�

2

t

2

i

N

2

j �

2

t

2

2 int(�(�))g = fh�(�

1

)�(t

1

)i

N

2

j �

1

t

1

2 int(�)

with �(t

1

) de�ned g = f(past

N

1

(�)) = f(ĉ). Furthermore, fh�(�)t

0

i

N

2

j t

0

2 �(u)g =

fh�(�)�(t)i

N

2

j t 2 u with �(t) de�nedg = f(û). And so f(ĉ) `

2

f(û) as required. 2

From the de�nition of nu it easily follows that nu preserves identities and respects

composition. Hence the following result follows from Theorem 3.9 and Lemma 5.8.

Theorem 5.9

nu is a functor from PNS to ULES . 2

Next the map en is extended to a functor - also denoted by en - from LES to PNS.

Then we show that this functor is in fact full and faithful.

In order to de�ne en on arrows, we �rst need the following notion of the inverse image

of a region. Given an LES-morphism f from ES

1

= (E

1

; C

1

;`

1

) to ES

2

= (E

2

; C

2

;`

2

) and

a region r of ES

2

, de�ne f

�1

(r) : C

1

[ E

1

!N [ (N�N) by:

(1) 8c 2 C

1

: f

�1

(r)(c) = r(f(c))

(2) 8e 2 E

1

: f

�1

(r)(e) =

(

r(f(e)) if f(e) is de�ned

(0; 0) otherwise.

Lemma 5.10

Let f be an LES-morphism from ES

1

= (E

1

; C

1

;`

1

) to ES

2

= (E

2

; C

2

;`

2

) and let r be

a region of ES

2

. Then f

�1

(r) is a region of ES

1

.

Proof.

Suppose c `

1

u. By the de�nition of an LES-morphism we have that f(c) `

2

f(u). Since

r is a region of ES

2

this implies that r(f(c)) �

P

e2f(u)

r

e and r(f(c) [ f(u)) = r(f(c)) +

P

e2f(u)

(e

r

�

r

e). Hence by Lemma 1.6, f

�1

(r)(c) = r(f(c)) �

P

e2f(u)

r

e =

P

e2u

f

�1

(r)

e and

f

�1

(r)(c[u) = r(f(c[u)) = r(f(c))+

P

e2f(u)

(e

r

�

r

e) = f

�1

(r)(c)+

P

e2u

(e

f

�1

(r)

�

f

�1

(r)

e).

2
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Note that in general, f

�1

(r) as de�ned above need not be a non-trivial region of ES

1

.

The arrow-part of en is now de�ned as follows. Let ES

1

= (E

1

; C

1

;`

1

) and ES

2

=

(E

2

; C

2

;`

2

) be a pair of L-event structures and let f be an LES-morphism from ES

1

to

ES

2

. Then en(f) = (�

f

; �

f

) where �

f

= f and �

f

: R

ES

2

! R

ES

1

is given by:

8r 2 R

ES

2

: �

f

(r) =

(

f

�1

(r) if f

�1

(r) is non-trivial

unde�ned otherwise.

Lemma 5.11

Let f be an LES-morphism from ES

1

= (E

1

; C

1

;`

1

) to ES

2

= (E

2

; C

2

;`

2

). Then

en(f) = (�

f

; �

f

) is a PN-morphism from en(ES

1

) = (R

ES

1

; E

1

;W

1

;M

1

) to en(ES

2

) =

(R

ES

2

; E

2

;W

2

;M

2

).

Proof.

Let r 2 R

ES

2

be such that �

f

(r) is de�ned. Then M

2

(r) = r(;) = f

�1

(r)(;) =

M

1

(f

�1

(r)). This proves condition (1) in the de�nition of a PN-morphism.

If t

1

2 E

1

is such that �

f

(t

1

) is unde�ned, then f(t

1

) is unde�ned, and therefore

f

�1

(r)(t

1

) = (0; 0) for all r 2 R

ES

2

. Assume r

2

2 �

�1

f

(

�

t

1

) [ �

�1

f

(t

1

�

). Then �

f

(r

2

) =

f

�1

(r

2

) 2 R

ES

1

and f

�1

(r

2

)(t

1

) = �

f

(r

2

)(t

1

) = (W

1

(�

f

(r

2

); t

1

);W

1

(t

1

; �

f

(r

2

))) 6= (0; 0), a

contradiction. This implies that �

�1

f

(

�

t

1

) = �

�1

f

(t

1

�

) = ;, so (�

f

; �

f

) satis�es condition (2)

in the de�nition of a PN-morphism.

Finally, assume that t

1

2 E

1

is such that �

f

(t

1

) = f(t

1

) is de�ned with �

f

(t

1

) = t

2

. Then

f

�1

(r)(t

1

) = r(f(t

1

)) = (

r

t

2

; t

r

2

) for all r 2 R

ES

2

. Hence r 2

�

t

2

if and only if f

�1

(r) 2

�

t

1

,

that is r 2 �

�1

f

(

�

t

1

). Similarly it can be proved that �

�1

f

(t

1

�

) = t

2

�

. Moreover, for all

r 2

�

t

2

, W

1

(�

f

(r); t

1

) = W

2

(r; t

2

) and, for all r 2 t

2

�

, W

1

(t

1

; �

f

(r)) = W

2

(t

2

; r). This

proves condition (3) in the de�nition of a PN-morphism. 2

Now we are ready to prove that en is a functor, which is full and faithful. That en is full

means that for any two LES -objects ES

1

and ES

2

and for any arrow (�; �) from en(ES

1

)

to en(ES

2

), there exists an arrow f from ES

1

to ES

2

such that en(f) = (�; �). That en is

faithful means that di�erent arrows between LES -objects are mapped to di�erent arrows

between their images.

Theorem 5.12

en is a full and faithful functor from LES to PNS.

Proof.

In order to prove that en is a functor from LES to PNS, it is by Lemma 4.2 and

Lemma 5.11 su�cient to prove that en preserves identities and respects composition.

Clearly en preserves identities. Assume that f

1

is an LES-morphism from ES

1

to ES

2

and f

2

is an LES-morphism from ES

2

to ES

3

. We have that �

f

2

�f

1

= f

2

� f

1

= �

f

2

� �

f

1

.

Because en(ES ) is S-simple we have by Lemma 5.5 that en(f

2

� f

1

) = (�

f

2

�f

1

; �

f

2

�f

1

) =

(�

f

1

� �

f

2

; �

f

2

� �

f

1

) = (�

f

2

; �

f

2

) � (�

f

1

; �

f

1

) = en(f

2

) � en(f

1

).

In order to prove that en is full, let ES

1

= (E

1

; C

1

;`

1

) and ES

2

= (E

2

; C

2

;`

2

) be

L-event structures and let (�; �) be a PN-morphism from en(ES

1

) to en(ES

2

). We �rst
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prove that � is an LES-morphism from ES

1

to ES

2

. Suppose c `

1

u. Let � 2 SFS

ES

1

be such that alph(�) = c. Then �u 2 SFS

ES

1

and hence we also have, by Lemma 4.2,

that �u 2 SFS

en(ES

1

)

. By Lemma 5.4 we then have that �(�u) 2 SFS

en(ES

2

)

. Again

by Lemma 4.2 we now have that �(�u) 2 SFS

ES

2

. Hence alph(�(�)) `

2

�(u). Because

alph(�(�)) = �(c) we can now conclude that �(c) `

2

�(u). This proves that � is an LES-

morphism from ES

1

to ES

2

. Since en(ES

1

) is S-simple Lemma 5.5 can be applied and so

en(�) = (�; �). This proves that en is full.

Finally, if f and g are LES-morphisms from ES

1

to ES

2

such that f 6= g then also

en(f) 6= en(g) by the de�nition of en . Hence en is faithful. 2

Next we show that en � i and nu form a co-reection with en � i as the left adjoint,

where i is the inclusion functor from ULES to LES . In what follows we write ES and f

rather than i(ES ) and i(f) for ULES -objects ES and ULES -arrows f respectively.

In order to facilitate the proof of this result we �rst de�ne the PN-morphisms which

turn out to form the co-unit of the adjunction. To do this the following regions of the

L-event structure associated with a co-safe Petri net are de�ned.

Let N = (S; T;W;M

in

) be a co-safe Petri net with nu(N) = (E;C;`) and let s 2 S.

De�ne r

s

: C [ E ! N [ (N�N) by:

(1) 8� 2 SFS

N

: r

s

(past

N

(�)) = M(s) where M 2 RM

N

is such that M

in

�

=)

N

M

(2) 8h�ti

N

2 E: r

s

(h�ti

N

) = (W (s; t);W (t; s)).

From Lemma 2.2(1) it easily follows that part (1) in the de�nition of r

s

is well-de�ned.

Lemma 5.13

Let N = (S; T;W;M

in

) be a co-safe Petri net and let s 2 S. Then r

s

is a region of

nu(N).

Proof.

Let nu(N) = (E;C;`). Suppose ĉ ` û. Then there is �u 2 SFS

N

is such that

ĉ = past

N

(�) and û = fh�ti

N

j t 2 ug. Let M;M

0

2 RM

N

be such that M

in

�

=)

N

M and

M

in

�u

=)

N

M

0

. Then r

s

(ĉ) =M(s) �

P

t2u

W (s; t) =

P

t2u

r

s

h�ti

N

and r

s

(ĉ[ û) = M

0

(s) =

M(s) +

P

t2u

(W (t; s)�W (s; t)) = r

s

(ĉ) +

P

t2u

(h�ti

N

r

s

�

r

s

h�ti

N

). 2

Given a co-safe Petri net N = (S; T;W;M

in

) with nu(N) = (E;C;`) and en(nu(N)) =

(R

nu(N)

; E;

^

W;

^

M

in

), we de�ne fold

S

: S ! R

nu(N)

and fold

T

: E ! T by:

(1) 8s 2 S: fold

S

(s) =

(

r

s

if r

s

is non-trivial

unde�ned otherwise.

(2) 8h�ti

N

2 E: fold

T

(h�ti

N

) = t.
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Lemma 5.14

Let N = (S; T;W;M

in

) be a co-safe Petri net with nu(N) = (E;C;`) and en(nu(N)) =

(R

nu(N)

; E;

^

W;

^

M

in

). Then (fold

S

; fold

T

) is a PN-morphism from en(nu(N)) to N .

Proof.

Suppose s 2 S is such that fold

S

(s) is de�ned. Then

^

M

in

(fold

S

(s)) =

^

M

in

(r

s

) = r

s

(;) =

M

in

(s) which proves condition (1) in the de�nition of PN-morphism.

Because fold

T

is a total function, condition (2) in the de�nition of PN-morphism triv-

ially holds.

In order to prove condition (3), suppose h�ti

N

2 E. If s 2 fold

�1

S

(

�

h�ti

N

) then we

must have that r

s

2

�

h�ti

N

, that is

^

W (r

s

; h�ti

N

) > 0. This implies that

r

s

h�ti

N

> 0

and hence W (s; t) > 0. This proves that s 2

�

t =

�

fold

T

(h�ti

N

). On the other hand,

if s 2

�

fold

T

(h�ti

N

) =

�

t, then

r

s

h�ti

N

= W (s; t) > 0. Thus r

s

is non-trivial and

^

W (r

s

; h�ti

N

) =

r

s

h�ti

N

> 0. Then r

s

2

�

h�ti

N

and hence s 2 fold

�1

S

(

�

h�ti

N

). Moreover,

W (s; fold

T

(h�ti

N

)) = W (s; t) =

^

W (r

s

; h�ti

N

) =

^

W (fold

S

(s); h�ti

N

). Similarly it can be

proved that fold

�1

S

(h�ti

N

�

) = fold

T

(h�ti

N

)

�

and W (fold

T

(h�ti

N

); s) =

^

W (h�ti

N

; fold

S

(s)).

This proves condition (3) in the de�nition of PN-morphism. 2

Now we can prove the main result of this section.

Theorem 5.15

en � i : ULES ! PNS and nu : PNS ! ULES form a co-reection with en � i the

left adjoint and the arrows �

ES

as unit.

Proof.

Let ES = (E;C;`) be an UL-event structure, let N = (S; T;W;M

in

) be a co-safe Petri

net, and let f be an LES-morphism from ES to nu(N) = (

^

E;

^

C;

^

`). We must show that

there is a unique PN-morphism (�; �) from en(ES ) = (R

ES

; E;W

ES

;M) to N such that

the following diagram commutes.

ES

N( N

f

ES

((  ,  ))

!(  ,  )β η

β η

)

( ( ))

en  ES( )
υ

nu

nu en ES

nu

De�ne (�; �) by (�; �) = (fold

S

; fold

T

) � en(f). Hence � : S ! R

ES

is such that for

all s 2 S, �(s) = f

�1

(r

s

) if f

�1

(r

s

) is non-trivial and �(s) is unde�ned otherwise. The

function � : E ! T is such that for all e 2 E, �(e) = unde�ned if f(e) is unde�ned

and �(e) = t if f(e) is de�ned with f(e) = h�ti

N

. Because (fold

S

; fold

T

) and en(f) are
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PN-morphisms by Lemma 5.14 and Lemma 5.11 respectively, and because the composition

of PN-morphisms is again a PN-morphism, the pair (�; �) is a PN-morphism.

The next thing to prove is that nu((�; �))��

ES

= f . Let e 2 E. Then f(e) is unde�ned

i� �(e) is unde�ned i� (nu((�; �)) � �

ES

)(e) is unde�ned. So assume that f(e) is de�ned.

Let � 2 SFS

ES

be such that �e 2 SFS

ES

. By the unique occurrence property � exists. By

Lemma 4.2 we then have that also �; �e 2 SFS

en(ES)

and hence Lemma 5.4 implies that

�(�); �(�e) 2 SFS

N

. Furthermore, by Lemma 1.7, f(�); f(�e) 2 SFS

nu(N)

.

We �rst prove, by induction on j�j, that alph(f(�)) = past

N

(�(�)). If � = ; then this

is clear, so assume that � = �

0

u with �

0

2 SFS

ES

and ; 6= u 2 P

F

(E).

Then alph(f(�)) = alph(f(�

0

)) [ f(u) and past

N

(�(�)) = past

N

(�(�

0

)) [ û where û =

fh�(�

0

)�(e

0

)i

N

j e

0

2 u with �(e

0

) de�ned g. By the induction hypothesis, alph(f(�

0

)) =

past

N

(�(�

0

)). From f(�

0

u) 2 SFS

nu(N)

we have that alph(f(�

0

))

^

`f(u). On the other

hand, from �(�

0

u) 2 SFS

N

we have that past

N

(�(�

0

))

^

`û. It is now su�cient to prove that

f(u) = û. By the de�nition of

^

`, alph(f(�

0

))

^

`f(u) implies that there exists �

1

u

1

2 SFS

N

such that alph(f(�

0

)) = past

N

(�

1

) and f(u) = fh�

1

e

1

i

N

j e

1

2 u

1

g. Let e

0

2 u be such that

f(e

0

) is de�ned. Then there exists e

1

2 u

1

such that f(e

0

) = h�

1

e

1

i

N

. Then e

1

= �(e

0

) by

the de�nition of �. Since past

N

(�

1

) = alph(f(�

0

)) = past

N

(�(�

0

)) and �

N

satis�es (C2),

we must now have that h�(�

0

)�(e

0

)i

N

= h�

1

e

1

i

N

. This proves that f(u) = û and we can

conclude that alph(f(�)) = past

N

(�(�)).

From f(�e) 2 SFS

nu(N)

we know that alph(f(�))

^

`f(e). Then there exists �

2

e

2

2 SFS

N

such that alph(f(�)) = past

N

(�

2

) and f(e) = h�

2

e

2

i

N

. Then e

2

= �(e) by the de�nition of

�. Since past

N

(�

2

) = alph(f(�)) = past

N

(�(�)) and �

N

satis�es (C2), we now have that

h�

2

e

2

i

N

= h�(�)�(e)i

N

. This implies that (nu((�; �)) � �

ES

)(e) = nu((�; �))(h�ei

en(ES)

) =

h�(�)�(e)i

N

= h�

2

e

2

i

N

= f(e) what had to be proved.

Finally, in order to prove that (�; �) is the unique PN-morphism from en(ES ) to N

such that nu((�; �))��

ES

= f , assume that (�

0

; �

0

) is any PN-morphism from en(ES ) to N

such that nu((�

0

; �

0

)) � �

ES

= f . Then for all e 2 E, �(e) is unde�ned i� f(e) is unde�ned

i� �

0

(e) is unde�ned. Now let e 2 E be such that �

0

(e) is de�ned. Let � 2 SFS

en(ES)

be

such that �

ES

(e) = h�ei

en(ES)

.

Then h�(�)�(e)i

N

= nu((�; �)) � �

ES

(e) = f(e) = nu((�

0

; �

0

)) � �

ES

(e) = h�

0

(�)�

0

(e)i

N

.

Now Lemma 2.2(1) guarantees that �(e) = �

0

(e). This proves that � = �

0

. We can now

conclude by Lemma 5.5 that � = �

0

because en(ES ) is S-simple.

This proves that en � i and nu form an adjunction with en � i as the left adjoint and

the arrows �

ES

as unit. By Theorem 4.3 the arrows �

ES

are LES-isomorphisms and so the

adjunction is even a co-reection. 2

It is easy to verify that the arrows (fold

S

, fold

T

) form the co-unit of the adjunction

between ULES and PNS. Each UL-event structure ES is isomorphic to the UL-event

structure nu(en(ES )) by Theorem 4.3. Hence for each co-safe Petri net N , en(nu(N))

yields an UL-event structure which is isomorphic to the UL-event structure yielded by N .

The Petri net en(nu(N)) has a number of other interesting properties. It is saturated

with respect to the places and each transition can occur exactly once. Hence the Petri
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net en(nu(N)) may be viewed as a \behavioural unfolding" of N . The associated \fold

morphism" is (fold

S

; fold

T

).

As a consequence of Theorem 5.15 each L-event structure can in fact be represented as

an UL-event structure in a canonical way.

Corollary 5.16

i : ULES ! LES and nu � en : LES ! ULES form a co-reection with i the left

adjoint and the arrows �

ES

as unit.

Proof.

Let ES be an UL-event structure, let ES

0

be an L-event structure, and let f be an

LES-morphism from ES to nu(en(ES

0

)). It must be proved that there is a unique LES-

morphism g from ES to ES

0

such that the following diagram commutes.

! g

ES

ES’

ES

f

ES

 

( ( ))

( ( ))

( ( ))

υ

ES’ )en (

en (ES )

gen ( )

nu en ES’

nu en g

nu en ES

By Theorem 5.15 there exists a unique PN-morphism (�; �) from en(ES ) to en(ES

0

)

such that nu((�; �)) � �

ES

= f . Then because en is full and faithful there exists a unique

LES-morphism g from ES to ES

0

such that en(g) = (�; �) and hence nu � en(g) � �

ES

= f .

2

In the beginning of this section we argued that it is not possible to obtain a co-reection

between ULES and PN . Hence we restricted the category PN by cutting down on the

objects. Another possibility is to cut down on the arrows of PN .

De�nition 5.17

(1) Let N = (S; T;W;W

in

) be a Petri net. Then co

N

� T�T is given by: t co

N

t

0

, t 6= t

0

and 9�u 2 MFS

N

: (u(t) > 0 and u(t

0

) > 0).

(2) Let (�; �) be a PN-morphism from N

1

= (S

1

; T

1

;W

1

;M

1

) to N

2

= (S

2

; T

2

;W

2

;M

2

).

Then (�; �) is co-injective if for all t; t

0

2 T

1

, if �(t) and �(t

0

) are both de�ned and

t co

N

1

t

0

, then �(t) 6= �(t

0

). 2

De�nition 5.18

Let PNC be the subcategory of PN the objects of which are Petri nets and the arrows

of which are co-injective PN-morphisms. 2
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From Lemma 5.4 we immediately have that if (�; �) is a co-injective PN-morphism from

N

1

to N

2

, then �(�) 2 SFS

N

2

for all � 2 SFS

N

1

.

Note also that by Lemma 5.4 PNS is a subcategory of PNC.

It is easy to see that the proof of the co-reection between ULES and PNS still goes

through with PNC instead of PNS (where nu is extended to a functor from PNC to

ULES in the obvious way). Hence we also have the following result.

Theorem 5.19

en � i : ULES ! PNC and nu : PNC ! ULES form a co-reection with en � i the

left adjoint and the arrows �

ES

as unit. 2

6 Relationship to other Classes of Event Structures

In this section we study the relationship between the event structures introduced in this

paper and some of the well-known classes of event structures that have appeared in the lit-

erature. The motivation is to show that though our event structures have been formulated

mainly in order to capture the behaviour of Petri nets, they might be of some independent

interest. In particular, they appear to be smooth generalizations of some well-understood

classes of event structures.

We will �rst consider the class of event structures formulated by Winskel in [W3] in the

spirit of Information Systems. This class of event structures will be referred to here as W-

event structures. We will �rst exhibit a natural functor fromW-event structures to L-event

structures and then show that this functor has a left adjoint. In fact this adjunction turns

out to be a reection. We then show that this reection can be further extended to be

a reection between L-event structures and an important subclass of W-event structures,

called stable W-event structures. Finally, we show that a similar reective relationship

can also be established between UL-event structures and prime event structures. The

corresponding functor from prime event structures to UL-event structures is an extension

of the map pu de�ned in Section 2.

First the category of (general) event structures from [W3] is de�ned.

De�nition 6.1

WES is the category of W-event structures speci�ed as follows.

An object of WES is a W-event structure W = (E;C) where E is a set of events and

C � P

F

(E) is a non-empty set of (�nite) con�gurations such that

(W1) ; 6= c) 9e 2 c: c� e 2 C

(W2) c " c

0

) c [ c

0

2 C (where c " c

0

i� there exists c

00

2 C such that c � c

00

and c

0

� c

00

).

An arrow of WES is a WES-morphism f : (E

1

; C

1

)! (E

2

; C

2

) which is a partial function

f : E

1

! E

2

such that
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(1) 8c 2 C

1

: f(c) 2 C

2

(2) 8c 2 C

1

:8e

1

; e

2

2 c: if e

1

6= e

2

and f(e

1

) and f(e

2

) are both de�ned, then f(e

1

) 6=

f(e

2

).

The identity morphism associated with an object is the identity function on its events and

composition of arrows is composition of partial functions. 2

For a W-event structure W = (E;C), de�ne we(W ) = (E;C;`) where `� C � P

F

(E)

is given by: c ` u i� c \ u = ; and 8v � u: c [ v 2 C.

For a WES-morphism f , de�ne we(f) = f .

Lemma 6.2

Let W be a W-event structure. Then we(W ) is an L-event structure.

Proof.

Follows easily from the de�nitions. 2

Note that not every L-event structure arises in this fashion (see, for instance, the L-

event structures ES

1

and ES

3

depicted in Figure 1).

Lemma 6.3

Let f be a WES-morphism from W

1

= (E

1

; C

1

) to W

2

= (E

2

; C

2

). Then we(f) is an

LES-morphism from we(W

1

) = (E

1

; C

1

;`

1

) to we(W

2

) = (E

2

; C

2

;`

2

).

Proof.

Suppose that c `

1

u. Then c\u = ; and c[u 2 C. Hence f(c)\f(u) = ; by condition

(2) in the de�nition of WES-morphism. Moreover, c [ v 2 C

1

for all v � u and so by

condition (1), f(c [ v) = f(c) [ f(v) 2 C

2

for all v � u. Hence f(c) `

2

f(u). 2

Lemma 6.2 and Lemma 6.3 now lead to the following result.

Theorem 6.4

we is a functor from WES to LES . 2

The map ew from LES to WES is de�ned as follows. For an L-event structure ES =

(E;C;`), de�ne ew (ES ) = (E;

^

C) where

^

C is the least subset of P

F

(E) containing C which

satis�es (W2).

Note that ew (ES ) is well-de�ned, because both P

F

(E) and

T

fC

0

� P

F

(E) j C � C

0

and C

0

satis�es (W2)g satisfy (W2).

For an LES-morphism f , de�ne ew (f) = f .

Lemma 6.5

Let ES = (E;C;`) be an L-event structure. Then ew (ES ) = (E;

^

C) is a W-event

structure.
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Proof.

In order to prove that ew (ES ) satis�es (W1), let ; 6= c 2

^

C. If c 2 C, then there

exists e 2 E such that c � e ` e because ES satis�es (A0). Hence c � e 2 C �

^

C. So

assume that c 62 C. Then by the minimality of

^

C there exist c

1

; c

2

2

^

C with c

1

" c

2

such

that c = c

1

[ c

2

, jc

1

j < jcj, and jc

2

j < jcj. Thus jcj � 2. Assume that for all ĉ 2

^

C with

1 � jĉj < jcj, there exists an e 2 E such that ĉ � e 2

^

C. Then there exist e

1

; : : : ; e

n

2 E

with n = jc

1

j such that c

1

= fe

1

; : : : ; e

n

g, and fe

1

; : : : ; e

i

g 2

^

C for all 0 � i � n. Because

jc

1

j < jcj and jc

2

j < jcj there exists a largest integer k such that k 2 f1; : : : ; ng and e

k

62 c

2

.

Hence e

k+1

; : : : ; e

n

2 c

2

. Then, by the de�nition of

^

C, fe

1

; : : : ; e

k�1

g [ c

2

= c � e

k

2

^

C.

This proves that ew (ES ) satis�es (W1).

From the de�nition of ew (ES ) we immediately have that ew (ES ) satis�es (W2). 2

The following lemma is used in proving in Lemma 6.7 that arrows of LES are mapped

by ew to arrows of WES .

Lemma 6.6

Let ES = (E;C;`) be an L-event structure with ew (ES ) = (E;

^

C). Then ĉ 2

^

C implies

that there exists c 2 C such that ĉ � c.

Proof.

Let ĉ 2

^

C. If ĉ 2 C then the claim holds trivially, so suppose that ĉ 2

^

C � C. Now

assume to the contrary that there exists no c 2 C such that ĉ � c. Let C

0

=

^

C � fc

0

2

^

C j ĉ � c

0

g. Then C � C

0

because C �

^

C and fc

0

2

^

C j ĉ � c

0

g \ C = ;. Suppose

c

0

; c

1

; c

2

2 C

0

are such that c

1

� c

0

and c

2

� c

0

.

^

C satis�es (W2) and so c

1

[ c

2

2

^

C. By

c

1

[ c

2

� c

0

2 C

0

and ĉ 6� c

0

we have ĉ 6� c

1

[ c

2

. Hence c

1

[ c

2

2 C

0

. This leads to the

conclusion that C

0

satis�es (W2), a contradiction with the minimality of

^

C. Thus there

exists c 2 C such that ĉ � c. 2

Lemma 6.7

Let f be an LES-morphism from ES

1

= (E

1

; C

1

;`

1

) to ES

2

= (E

2

; C

2

;`

2

). Then ew (f)

is a WES-morphism from ew (ES

1

) = (E

1

;

^

C

1

) to ew (ES

2

) = (E

2

;

^

C

2

).

Proof.

Let c 2

^

C

1

. By condition (1) in the de�nition of WES-morphism, f(c) 2

^

C

2

should

hold. We prove this by induction on jcj. If c 2 C

1

, then by (A1) c `

1

;. Since f is an

LES-morphism, we have in this case f(c) `

2

; and so f(c) 2 C

2

�

^

C

2

. Now assume that

jcj > 1 with c 2

^

C

1

� C

1

. Then by the minimality of

^

C

1

there exist c

1

; c

2

2

^

C

1

such that

c = c

1

[ c

2

, jc

1

j < jcj, and jc

2

j < jcj. Hence f(c

1

); f(c

2

) 2

^

C

2

by the induction hypothesis.

By Lemma 6.6 there exists a c

0

2 C

1

such that c � c

0

. We then have as above that

f(c

0

) 2 C

2

�

^

C

2

. Thus f(c

1

); f(c

2

); f(c

0

) 2

^

C

2

and f(c

1

) � f(c

0

) and f(c

2

) � f(c

0

). Then

f(c

1

) [ f(c

2

) = f(c) 2

^

C

2

because

^

C

2

satis�es (W2).

That condition (2) in the de�nition of a WES-morphism is satis�ed by f can be seen

as follows: let c 2

^

C

1

and e

1

; e

2

2 c be such that e

1

6= e

2

and f(e

1

) and f(e

2

) are both

de�ned. Again Lemma 6.6 guarantees the existence of a c

0

2 C

1

such that c � c

0

. Then

Lemma 1.3(1) gives f(e

1

) 6= f(e

2

). 2
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Lemma 6.5 and Lemma 6.7 yield the following result.

Theorem 6.8

ew is a functor from LES to WES . 2

Now we prove that ew and we form an adjunction. The co-unit of this adjunction is

given by the identity arrows id

W

for each W-event structure W . Hence the adjunction is

a reection. Note that the co-unit is well-de�ned because ew (we(W )) = W .

Theorem 6.9

ew : LES ! WES and we : WES ! LES form a reection with ew the left adjoint

and the identity arrows id

W

as co-unit.

Proof.

Let ES = (E;C;`) be an L-event structure, let W = (E

0

; C

0

) be a W-event structure,

and let g be a WES-morphism from ew (ES ) = (E;

^

C) to W . Then we must prove that

there exists a unique LES-morphism f from ES to we(W ) = (E

0

; C

0

;`

0

) such that the

following diagram commutes.

! f g

ES

Wwe  W( )

ew  ES( )

ew  f( )

ew  we  W( ( ))

idW

Since ew is the identity on arrows, it is su�cient to prove that g is an LES-morphism

from ES to we(W ). Suppose c ` u. Then c \ u = ; and c [ v 2 C, for all v � u by (A2).

Since g is a WES-morphism from ew (ES ) to W we now have that c [ v 2 C �

^

C implies

g(c) [ g(v) 2 C

0

, for all v � u, and g(c) \ g(u) = ;. Hence g(c) `

0

g(u). 2

Our next aim is to prove that there is also a reection between LES and the category

of stable W-event structures [W3].

De�nition 6.10

SWES , the category of stable W-event structures, is the full subcategory of WES the

objects (E;C) of which satisfy

(W3) c " c

0

) c \ c

0

2 C. 2
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In order to prove the desired reection between LES and SWES , we �rst show that

there is a reection between WES and SWES .

First a map ws from WES to SWES is de�ned.

Given a W-event structure W = (E;C), de�ne C

(i)

� P

F

(E) with i � 0 inductively

by: C

(0)

= C and, for i � 1, C

(i)

= C

(i�1)

[ fc [ c

0

, c \ c

0

j c; c

0

2 C

(i�1)

with c " c

0

in

C

(i�1)

g. Now de�ne ws(W ) = (E;

^

C) where

^

C =

S

i�0

C

(i)

.

For a WES-morphism f , de�ne ws(f) = f .

As the following example illustrates it is not su�cient to simply add in a given W-event

structure W con�gurations to ensure that (W3) is satis�ed. Whereas W already satis�es

(W1) and (W2), adding con�gurations to ensure that (W3) is satis�ed may destroy the

condition (W2).

Example 6.11

Let W = (E;C) be the non-stable W-event structure depicted in Figure 7.

o

{ a } { d }

{ a,b } { a,c }
{ a,d }

{ b,d } { c,d }

{ a,b,c } { a,b,d } { a,c,d } { b,c,d }

Figure 7: A non-stable W-event structure

For this W-event structure fbg 2 C

(1)

because fa; bg " fb; dg. Similarly fa; cg " fc; dg

implies that fcg 2 C

(1)

. Now C

(1)

= C [ ffbg; fcgg satis�es (W3), but it does not

satisfy (W2) anymore. Since fbg " fcg we have to add fb; cg, thus obtaining C

(2)

=

C

(1)

[ ffb; cgg. C

(2)

satis�es (W2) and (W3) and so C

(i)

= C

(i�1)

for all i � 3. Hence

^

C = C [ ffbg; fcg; fb; cgg. 2

Lemma 6.12

Let W = (E;C) be a W-event structure. Then ws(W ) = (E;

^

C) is a stable W-event

structure.

Proof.

In order to prove that ws(W ) satis�es (W1), let ; 6= c 2

^

C. Let k � 0 be minimal such

that c 2 C

(k)

. We prove by induction on k that there exists e 2 c such that c�e 2 C

(k)

�

^

C.
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If k = 0 then c 2 C and sinceW satis�es (W1), there exists e 2 c such that c�e 2 C = C

(0)

.

Now suppose that k � 1. Then by the minimality of k there exist c

1

; c

2

2 C

(k�1)

with

c

1

" c

2

such that c = c

1

[ c

2

or c = c

1

\ c

2

. By the induction hypothesis there exist

e

1

; : : : ; e

n

2 E with n = jc

1

j such that c

1

= fe

1

; : : : ; e

n

g and fe

1

; : : : ; e

i

g 2 C

(k�1)

for all

0 � i � n. By the minimality of k, c

1

6= c and c

2

6= c.

First assume that c = c

1

[c

2

. Let m be the largest integer such that m 2 f1; : : : ; ng and

e

m

62 c

2

. Hence e

m+1

; : : : ; e

n

2 c

2

. Then, by the de�nition of C

(k)

, fe

1

; : : : ; e

m�1

g [ c

2

=

c� e

m

2 C

(k)

.

Now assume that c = c

1

\c

2

. Let m be the largest integer such that m 2 f1; : : : ; ng and

e

m

2 c

2

. Hence e

m+1

; : : : ; e

n

62 c

2

. Then, by the de�nition of C

(k)

, fe

1

; : : : ; e

m�1

g \ c

2

=

c� e

m

2 C

(k)

.

This proves that ws(W ) satis�es (W1). From the de�nition of ws(W ) we immediately

have that ws(W ) satis�es (W2) and (W3). 2

Lemma 6.13

Let f be a WES-morphism from W

1

= (E

1

; C

1

) to W

2

= (E

2

; C

2

). Then ws(f) is a

WES-morphism from ws(W

1

) = (E

1

;

^

C

1

) to ws(W

2

) = (E

2

;

^

C

2

).

Proof.

Let c 2

^

C

1

. It must be proved that f(c) 2

^

C

2

and that f is injective on c.

Let k � 0 be minimal such that c 2 C

(k)

1

. We prove by induction on k that f(c) 2 C

(k)

2

�

^

C

2

and that f is injective on c. If k = 0 then c 2 C

1

and hence f(c) 2 C

2

= C

(0)

2

. Since

f is a WES-morphism from W

1

to W

2

, f is injective on c. Now assume that k � 1. Then

there exist c

0

; c

1

; c

2

2 C

(k�1)

1

with c

1

� c

0

and c

2

� c

0

such that c = c

1

[ c

2

or c = c

1

\ c

2

.

By the induction hypothesis f(c

0

); f(c

1

); f(c

2

) 2 C

(k�1)

2

and f is injective on c

0

. Hence f

is also injective on c. Now f(c

1

) � f(c

0

) and f(c

2

) � f(c

0

) and so by the de�nition of C

(k)

2

it follows that f(c

1

[ c

2

) = f(c

1

)[ f(c

2

) 2 C

(k)

2

and f(c

1

\ c

2

) = f(c

1

)\ f(c

2

) 2 C

(k)

2

. This

proves that f(c) 2 C

(k)

2

. 2

Lemma 6.12 and Lemma 6.13 yield the following result.

Theorem 6.14

ws is a functor from WES to SWES . 2

As the next theorem shows ws is the left adjoint to the inclusion functor i from SWES

to WES . The co-unit of this adjunction is given by the identity arrows id

W

for each

stable W-event structure W . Hence the adjunction is a reection. Note that the co-unit

is well-de�ned because ws(W ) = W for each stable W-event structure W .

Theorem 6.15

ws :WES ! SWES and i : SWES ! WES form a reection with ws the left adjoint

and the identity arrows id

W

as co-unit.
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Proof.

Let W = (E;C) be a W-event structure, let W

0

= (E

0

; C

0

) be a stable W-event struc-

ture, and let g be a WES-morphism from ws(W ) = (E;

^

C) to W

0

. Then we must prove

that there exists a unique WES-morphism f fromW toW

0

such that the following diagram

commutes.

! f

W

W’

g

idW’

W’

ws  W( )

ws  W’( )

( )ws f

Since ws is the identity on arrows, it is su�cient to prove that g is a WES-morphism

from W to W

0

. This however follows immediately from the observation that C �

^

C. 2

The reections from Theorem 6.9 and Theorem 6.15 can now be composed which yields

the following result.

Theorem 6.16

ws � ew : LES ! SWES and we � i : SWES ! LES form a reection with ws � ew

the left adjoint and the identity arrows id

W

as co-unit. 2

Finally in this section, we show that the relationship between UL-event structures and

prime event structures can also be expressed as a reection between the corresponding

categories.

It is easy to show that prime event structures have the following property.

Lemma 6.17

Let P = (E;�;#) be a prime event structure. Then the following statements are

equivalent:

(1) :(e

1

#e

2

)

(2) #e

1

[ #e

2

2 C

P

(3) 9c 2 C

P

: fe

1

; e

2

g � c. 2
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De�nition 6.18

PES is the category which has prime event structures as its objects and PES-morphisms

as its arrows.

A PES-morphism f : (E

1

;�

1

;#

1

) ! (E

2

;�

2

;#

2

) is a partial function f : E

1

! E

2

such

that

(1) f(e) is de�ned )#f(e) � f(#e)

(2) (f(e

1

) and f(e

2

) are de�ned and f(e

1

)#

2

f(e

2

))) e

1

#

1

e

2

(3) (f(e

1

) and f(e

2

) are de�ned and f(e

1

) = f(e

2

))) (e

1

#

1

e

2

or e

1

= e

2

).

The identity morphism associated with an object is the identity function on its events;

composition of PES-morphisms is composition of partial functions. 2

An alternative characterization of PES-morphisms is stated in the next lemma, which

is straightforward to prove (see also [WN]). This characterization in terms of the �nite

con�gurations is used as a de�nition for PES-morphisms in, e.g., [W1, WN].

Lemma 6.19

Let P

1

= (E

1

;�

1

;#

1

) and P

2

= (E

2

;�

2

;#

2

) be prime event structures and let f :

E

1

! E

2

be a partial function. Then f is a PES-morphism i�

(1') 8c 2 C

P

1

: f(c) 2 C

P

2

(2') 8c 2 C

P

1

:8e

1

; e

2

2 c: if e

1

6= e

2

and f(e

1

) and f(e

2

) are both de�ned, then f(e

1

) 6=

f(e

2

). 2

In Section 1 the map pu is de�ned which maps each prime event structure to an UL-

event structure. In order to extend this map to a functor, de�ne for a given PES-morphism

f , pu(f) = f .

Lemma 6.20

Let f be a PES-morphism from P

1

= (E

1

;�

1

;#

1

) to P

2

= (E

2

;�

2

;#

2

). Then pu(f) is

an LES-morphism from pu(P

1

) = (E

1

;C

P

1

;`

1

) to pu(P

2

) = (E

2

;C

P

2

;`

2

).

Proof.

Suppose that c `

1

u. Then c \ u = ; and c [ u 2 C

P

1

. So by condition (2') in

Lemma 6.19, f(c) \ f(u) = ;. We also have that c [ v 2 C

P

1

for all v � u. Thus by

condition (1') in Lemma 6.19, f(c [ v) = f(c) [ f(v) 2 C

P

2

for all v � u. Consequently,

f(c) `

2

f(u). 2

The following result now follows immediately from Theorem 2.7 and Lemma 6.20.

Theorem 6.21

pu is a functor from PES to ULES . 2
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For an L-event structure ES = (E;C;`), de�ne up(ES ) = (E;�;#) where �� E �E

is such that e

1

� e

2

i� 8c 2 C: (e

2

2 c ) e

1

2 c) and # � E � E is such that e

1

#e

2

i�

8c 2 C: (e

1

2 c) e

2

62 c).

For an LES-morphism f , de�ne up(f) = f .

The map up thus de�ned is a functor from ULES to PES as we show in the following

lemmas.

Lemma 6.22

Let ES = (E;C;`) be an L-event structure which satis�es condition (U1) in the def-

inition of the unique occurrence property. Then up(ES ) = (E;�;#) is a prime event

structure.

Proof.

Clearly, # is irreexive and symmetric and � is reexive and transitive. In order to

prove that � is anti-symmetric, suppose e

1

; e

2

2 E are such that e

1

� e

2

and e

2

� e

1

. Then

for all c 2 C, e

1

2 c i� e

2

2 c. By condition (U1) in the de�nition of the unique occurrence

property there exists c 2 C such that e

1

2 c and hence by Lemma 1.3(2) e

1

= e

2

. This

proves that � is a partial order.

In order to prove that up(ES ) satis�es (P1), suppose e

0

#e

1

� e

2

. If c 2 C is such that

e

0

2 c, then e

1

62 c by the de�nition of # and hence e

2

62 c by the de�nition of �. Thus

e

0

#e

2

.

Now in order to prove that up(ES ) satis�es (P2), let e 2 E. Then by condition (U1) in

the de�nition of the unique occurrence property, there exists c 2 C such that e 2 c. Then

#e � c and hence #e is �nite. 2

Example 6.23

Let ES

6

and ES

7

be the L-event structures depicted in Figure 8.

{ a }

{ a,c }

{ b }

{ b,c }

o

ES
6

{ d }

{ d,e }

o

ES
7

Figure 8: L-event structures ES

6

and ES

7
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De�ne f by f(a) = f(b) = d and f(c) = e. Then f is an LES-morphism from ES

6

to

ES

7

. Since fcg 2 C

up(ES

6

)

while f(fcg) = feg 62 C

up(ES

7

)

, Lemma 6.19 implies that up(f)

is not a PES-morphism from up(ES

6

) to up(ES

7

). 2

As this example shows, arbitrary LES-morphisms are not preserved under up. LES-

morphisms between L-event structures with the unique occurrence property are however

preserved under up.

Lemma 6.24

Let f be an LES-morphism from ES

1

= (E

1

; C

1

;`

1

) to ES

2

= (E

2

; C

2

;`

2

) where

ES

1

and ES

2

are UL-event structures. Then up(f) is a PES-morphism from up(ES

1

) =

(E

1

;�

1

;#

1

) to up(ES

2

) = (E

2

;�

2

;#

2

).

Proof.

In order to prove condition (1) in the de�nition of PES-morphism, let e 2 E

1

be such

that f(e) is de�ned and suppose e

0

2 # f(e). It must be proved that e

0

2 f(# e). If

e

0

= f(e) then we are done, so assume that e

0

6= f(e). Let � 2 SFS

ES

1

be such that

�e 2 PI

ES

1

. By condition (U1) in the de�nition of the unique occurrence property such �

exists. Then alph(�e) 2 C

1

and hence f(alph(�e)) 2 C

2

because f is an LES-morphism.

Since f(e) 2 f(alph(�e)) this implies that e

0

2 f(alph(�)) because e

0

�

2

f(e) and e

0

6= f(e).

Let e

00

2 alph(�) be such that f(e

00

) = e

0

. If e

00

�

1

e, then e

0

= f(e

00

) 2 f(#e).

In order to prove that e

00

�

1

e, de�ne R � PI

ES

1

�PI

ES

1

by: �

1

e

1

R�

2

e

2

i� (e

1

= e

2

6= e

or (e

1

= e

2

= e and (e

00

2 alph(�

1

) , e

00

2 alph(�

2

)))). Assume that R is an equivalence

relation which is SFS

ES

1

-consistent. Then �

ES

1

� R because �

ES

1

is the least equivalence

relation which is SFS

ES

1

-consistent. Since �e 2 PI

ES

1

, e

00

2 alph(�), and ES

1

has the

unique occurrence property it then follows that e

00

2 alph(�

1

) for all �

1

e 2 PI

ES

1

. Hence

e

00

2 c for all c 2 C

1

such that e 2 c and thus e

00

�

1

e.

Consequently, what remains to be proved is that R is an equivalence relation which

satis�es (C1) and (C2).

Clearly, R is an equivalence relation. In order to prove that R satis�es (C1), suppose

�

1

u 2 SFS

ES

1

and e

1

2 u. If e

1

6= e then it is clear that �

1

e

1

R�

1

(u� e

1

)e

1

, so assume that

e

1

= e. If e

00

62 u then it is clear that �

1

e

1

R�

1

(u�e

1

)e

1

. We now show that e

00

2 u leads to

a contradiction. To see this, suppose that e

00

2 u. Since alph(�

1

e

1

) 2 C

1

and f is an LES-

morphism, we must have that f(alph(�

1

e

1

)) = alph(f(�

1

)) [ f(e) 2 C

2

. Combining this

with e

0

�

2

f(e) and e

0

6= f(e) yields that e

0

2 alph(f(�

1

)). On the other hand, we also have

that alph(�

1

) `

1

e

00

and hence by the de�nition of LES-morphism f(alph(�

1

)) `

2

f(e

00

).

This leads to a contradition, because f(e

00

) = e

0

2 alph(f(�

1

)) = f(alph(�

1

)). We can now

conclude that e

00

2 u is not possible. This proves that R satis�es (C1).

Now in order to prove that R satis�es (C2), let �

1

e

1

; �

2

e

1

2 PI

ES

1

be such that

past

R

(�

1

) = past

R

(�

2

). If e

1

6= e then we immediately have that �

1

e

1

R�

2

e

1

. If e

1

= e,

then �

1

e

1

R�

2

e

1

because past

R

(�

1

) = past

R

(�

2

) implies that also alph(�

1

) = alph(�

2

). This

proves that R satis�es (C2).

Thus R is an equivalence relation satisfying (C1) and (C2) which completes the proof

of condition (1) in the de�nition of PES-morphism.
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In order to prove condition (2), let e

1

; e

2

2 E

1

be such that f(e

1

) and f(e

2

) are de�ned

and :(e

1

#

1

e

2

). Then by Lemma 6.17 there exists c 2 C

1

such that e

1

; e

2

2 c. Since f is

an LES-morphism f(c) 2 C

2

and hence :(f(e

1

)#

2

f(e

2

)) by the de�nition of #

2

.

Finally, condition (3) in the de�nition of PES-morphism follows easily from Lemma 1.6

and Lemma 6.17. 2

The following result now follows immediately from Lemma 6.22 and Lemma 6.24.

Theorem 6.25

up is a functor from ULES to PES. 2

Now we prove that up and pu form an adjunction. The co-unit of this adjunction is

given by the identity arrows id

P

for each prime event structure P . Note that the co-unit

is a PES-isomorphism because P = up(pu(P )) for each prime event structure P . Hence

the adjunction is a reection.

Theorem 6.26

up : ULES ! PES and pu : PES ! ULES form a reection with up the left adjoint

and the identity arrows id

P

as co-unit.

Proof.

Let ES = (E;C;`) be an UL-event structure, let P = (E

0

;�

0

;#

0

) be a prime event

structure, and let g be a PES-morphism from up(ES ) = (E;�;#) to P .

We must prove that there exists a unique LES-morphism f from ES to pu(P ) =

(E

0

; C

0

;`

0

) such that the following diagram commutes.

! f g

ES

P( )

( )

( )

( ( )

idP

pu P

up ES

up f

up pu P

Since up is the identity on arrows, it is su�cient to prove that g is an LES-morphism

from ES to pu(P ). Suppose c ` u. Then c \ u = ; and c [ v 2 C � C

up(ES)

, for all v � u

by (A2). Since g is a PES-morphism from up(ES ) to P we now have by Lemma 6.17 that

g(c) [ g(v) 2 C

P

for all v � u and g(c) \ g(u) = ;. Hence g(c) `

0

g(u). 2
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Discussion

In this paper we have proposed an event structure semantics for the general class of Petri

nets. We have achieved this by identifying a new class of event structures called UL-event

structures which turn out to be a proper and very generous generalization of the well-

known prime event structures. Our event structure semantics is also a strictly conservative

extension of the classic prime event structure semantics for 1-safe Petri nets constructed in

[NPW]. Our results are restricted in that we use set-based event structures and only step

�ring sequences of Petri nets, thus e�ectively \�ltering" out auto-concurrency. It should

be noted however that even without auto-concurrency, due to a multiplicity of tokens,

intuition concerning basic notions such as causality, concurrency and conict break down

for Petri nets. Hence working out a satisfactory event structure semantics even in this

restricted setting turns out to be a non-trivial task.

We have also shown that the behaviour of Petri nets, when auto-concurrency is �ltered

out, is strongly related to the larger class of L-event structures. In particular, the map

en associates a Petri net en(ES ) = N with each L-event structure ES so that SFS

ES

=

MFS

N

(= SFS

N

). Thus the behaviour of N will be as rich as that of ES . Since L-event

structures are not required to satisfy any global properties, this result suggests that the

behaviour of Petri nets is also equally unstructured in a global sense.

The key technical idea introduced in this paper is condition (C2) used for identifying

prime intervals. Once this idea is available, the means for going back and forth between

L-event structures and Petri nets is established. More importantly, it leads to an, in our

opinion, intuitively satisfactory event structure semantics for a variety of \problematic"

examples. In case of 1-safe Petri nets it is su�cient to demand (C1) and a simpli�ed

version of (C2), see, e.g., [NPW, WN].

Turning now to the \universality" of our constructions, it turns out that we can not

mimic the pleasant co-reection between prime event structures and 1-safe Petri nets in

this setting. The problem is that due to auto-concurrency, PN is too rich in terms of

objects and arrows. We have shown that by cutting down on the objects, i.e. considering

co-safe Petri nets, we can obtain a co-reection between ULES and PNS. One pleasant

consequence of this result is that we have a complete event structure semantics for the

class of co-safe Petri nets.

One can easily lift the notion of L-event structures to handle (�nite) multisets by

allowing multisets of events as con�gurations and by allowing multisets of events to become

enabled at a con�guration. In this way an adjunction can be obtained between the resulting

category of event structures and the category of all Petri nets. The details can be found

in [H]. The trouble with this more general approach is that this adjunction is not a co-

reection. To solve this problem it seems that wemust somehow �nd a way of distinguishing

between multiple occurrences of the same transition due to auto-concurrency on the one

hand and due to causality on the other hand. It is not at all obvious at present how this

can be achieved.

Also [MMS] proposes an extension of Winskel's results to general Petri nets. To this end

unfoldings of Petri nets are de�ned and by an adjunction related to occurrence nets, and
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therefore to prime event structures. This adjunction is an extension of the corresponding

co-reection of Winskel. A central feature of [MMS] is that tokens are treated as coloured

entities. As a result, one is forced to record which tokens were used in the occurrence of a

transition, and thus a great deal of conict is injected into the semantics. This is even the

case for Petri nets which do not have any shared places, where conicts may be introduced

between di�erent occurrences of the same transition. Such a colouring of tokens is often

undesirable, see, e.g., [BD]. An approach similar to [MMS] is followed in [E] where also

occurrence nets are used to describe the behaviour of Petri nets. Hence in both approaches

1-safe Petri nets and general Petri nets have the same expressive power in terms of event

structures, whereas our semantics is a strictly conservative extension of the event structure

semantics of 1-safe Petri nets.

The classes of L-event structures and UL-event structures introduced in this paper seem

to be of independent interest. In particular, we have shown that prime event structures

may be viewed as UL-event structures and Winskel's general event structures and their

stable subclass may be viewed as L-event structures, but not as UL-event structures. The

relationship between prime event structures and UL-event structures, and the relationship

between L-event structures and Winskel's general and stable event structures are stated

in terms of reections in a categorical framework. Note that by composing the functors

between PNS and ULES and the functors between ULES and PES , we also have functors

between PNS and PES . Since both the functor from ULES to PNS and the functor from

ULES to PES are the left adjoint of the corresponding adjunctions, this does however not

yield an adjunction between PNS and PES .

Another important class of event structures is formed by the ow event structures [BC].

In [B] it has been shown that the class of ow event structures is included in the class of

stable event structures. Hence our results also show how to view each ow event structure

as an L-event structure (which is not necessarily an UL-event structure).

Prime event structures with binary conicts as we have used here correspond to the

behaviour of 1-safe Petri nets. Their domain theoretic characterization has been given in

[NPW]. Flow event structures yield the same class of domains [B]. Winskel has shown

[W3] that stable event structures yield the same class of domains as prime event structures

with arbitrary conicts. The domains corresponding to W-event structures have been char-

acterized in [Dr], see also [W3]. For L-event structures and UL-event structures however,

it is not yet clear how one should go about obtaining a domain theoretic characterization.
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