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Abstract

In this paper we describe a novel approach to program optimization, namely, iterative compilation. This technique enables compilers to deliver efficient code by searching for the best sequence of optimizations using profile-directed feedback. We have implemented this iterative approach in an existing compiler system which is designed for embedded systems and compared its performance to two of the best known static techniques. Initial experimental results show that this approach delivers an average improvement of 35% over existing techniques and delivers efficient code with reasonable compilation times.

1. Introduction

Modern compilers make extensive use of optimization to improve program performance. The use of a particular optimization largely depends on static program analysis based on simplified machine models. Optimizations include high-level loop transformations, such as loop unrolling and tiling. These techniques are extensively studied for over 30 years and have produced, in many cases, good results. However, the machine models used are inherently inaccurate, and transformations are not independent in their effect on performance making the compilers task of deciding the best sequence of transformations difficult. Typically, compilers use heuristics that are based on averaging observed behavior for a small set of benchmarks. Furthermore, while the processor and memory hierarchy is typically modelled by static analysis, this does not account for the behavior of the entire system. For instance, the register allocation policy and strategy for introducing spill code in the back-end of the compiler may have a significant impact on performance. Thus static analysis can improve program performance but is limited by compile-time decidability.

Recently, we have investigated aggressive optimization techniques for embedded systems where a different approach to optimization, namely iterative compilation, has been adopted [3]. In this approach, successive transformations are applied to a program and their worth determined by actually executing the resulting code. Such an approach does not suffer from undecidability issues and, given sufficient time, will find the optimal program. The obvious drawback is that compilation time dramatically increases. In the case of embedded applications, however, only one program is to be executed and the cost of compilation can be amortised over the number of systems shipped and the lifetime of the application. In such applications, performance is critical. Hence the long compilation times for iterative compilation can be afforded.

Approaches to optimization based on searching have recently received attention from other authors. Whaley and Dongarra [20], and Blimes et al. [6] describe systems for generating highly optimized BLAS routines. These systems probe the underlying hardware to find optimal values for blocking factors, unroll factors etc. Experimentation has shown [6, 20] that these systems are capable of producing more efficient code than the
vendor supplied, hand optimized library BLAS routines. In contrast to the present approach, however, these systems are only able to optimize BLAS routines and are not general purpose compilers.

Wolf, Maydan and Chen [21] have described a compiler that also searches for the optimal optimization by considering the entire optimization space. In contrast to the present approach, however, their compiler uses a static cost model to evaluate the different optimizations. We believe that the present approach based on actual execution times will deliver superior performance.

Chow and Wu [8] apply ‘fractional factorial design’ to decide on a number of experiments to run for selecting a collection of compiler switches. They, however, focus on on/off switches and do not consider the choice of parameter values that might come from a large range of values.

Over the past years, many proposals have been put forward to use profile information, for example, in the creation of superblocks [12] or hyperblocks [15] to enable efficient scheduling for ILP processors. These techniques are currently being employed in commercial compilers [9]. Profiles are also used to identify runtime constants that can be exploited at compile time [16]. The recently established workshop on Feedback Directed Compilation shows that currently many proposal are being put forward to exploit profile information in the compiler chain. This paper can be seen as taking profiling one step further by using many profiles for deciding between many alternatives.

Finally, within the OCEANS project, other approaches to iterative compilation are considered. In [19] the interplay between loop unrolling and software pipelining is explored. In [17] a genetic algorithm approach to searching is proposed.

In order to assess the feasibility of iterative compilation, we have conducted several experiments [7, 13]. We generated all versions of three important linear algebra routines using loop unrolling and tiling, and executed them on 7 different platforms. We used a grid-based search algorithm (the same as the search algorithm in the present study) to see how fast a search would find acceptable levels of optimization. We found that by visiting only 2.5% of the search space we could obtain an optimization that comes within 5% of the absolute minimum of this search space.

From these feasibility studies, we concluded that iterative compilation is a feasible and effective approach. In this paper we discuss the implementation of iterative compilation and report the initial results of this approach. We also discuss the complexity of the search procedure by examining the running times of the compiler.

This paper is organized as follows. In section 2 we discuss how iterative compilation is implemented. In section 3 we discuss our experimental setup. In section 4 results are discussed including performance improvement and actual compilation time. Finally, in section 5, we draw some concluding remarks.

2. Iterative Compilation

In this section we discuss how the iterative compilation system is implemented. Figure 1 shows an overview of the compiler system.

![Figure 1. The Compilation Process](image-url)

The compilation system is centred around a global driver. This driver keeps track of the different transformations evaluated so far and decides which transformations to apply next. The driver reads a list of transformations that it needs to examine together with the range of their parameters. For example, this list contains the entry `Unroll 1 - 20`. The driver uses an $N$ dimensional array when $N$ different optimizations need to be examined that represents the transformation space. Each point in this array corresponds to a specific set of parameters for the transformations. It is the role of the driver to search for the optimal parameters for each transformation.

The algorithm used by the driver searches the transformation space, where each axis of the space corresponds to a particular transformation and each point along an axis corresponds to a particular transformation parameter value. By placing an integer lattice or grid over this space and visiting lattice points, the algorithm has
a means of navigating the transformation space and determining the best parameters for all transformations. In [7, 13] we have shown that this algorithm can reach high levels of optimization in a relatively small number of steps. The grid search algorithm can be briefly described as follows:

1. Define a coarse grid on the search space. Evaluate all points on this grid by generating the transformed programs and executing them.

2. Find the point with minimum execution time and all points that are within an allowable distance from this minimum.

3. Order these points in a priority queue, ordered by execution time.

4. For each point in the queue,
   - if the execution time associated with this point is within an allowable distance from the minimum found so far, refine the grid around this point by forming a new grid with half the spacing in each dimension.
   - if new points are found that are close to the minimum found so far, enqueue them in the priority queue.

Using this algorithm the search space is traversed to find optimal parameters for the transformations.

The global driver invokes the source to source compiler MT1 [5]. MT1 has two mechanisms to control which transformation it applies to the input program: a Transformation Definition Language TDL [4] and a Strategy Specification Language SSL [2].

For each transformation included in the list of transformations used by the global driver, a transformation needs to be specified in the TDL-file. This file needs to be given beforehand by the user. A transformation given in the TDL has the following general format:

```
TRANSFORMATION
  name
TRANSFORM
  input pattern
  INTO
  output pattern
CONDITION
  conditions
```

Although the TDL is pattern-matching based, it allows the inclusion of user defined functions that may examine and change the internal program representation. In this way, almost any transformation can be specified.

Next, in order to instruct MT1 to apply a specific sequence of transformations, the global driver constructs an SSL file that specifies the order in which to apply certain transformations.

Hence one step of the global driver consists of the following steps:

1. Decide the next set of parameters for the transformations using its internal search space and the search algorithm.

2. Construct an SSL file that corresponds to this new sequence.

3. Invoke MT1 that starts the transformation process by reading in the source program, the SSL file and the TDL file.

4. The transformed program is compiled for the target architecture and executed.

5. The execution time is measured and reported back to the global driver.

6. The global driver stores this execution time and starts the next step.

Finally, after a predetermined number of iterations, the global driver stops searching and outputs the transformed program with the shortest execution time.

3. Experimental Setup

In our experiments into the efficiency of iterative compilation, we use three transformations and five benchmarks. We have selected the following transformations [1]:

1. Loop Tiling, with tile sizes 1 to 100;

2. Loop Unrolling, with unroll factors 1 to 20;

3. Array Padding, with pad sizes 1 to 10.

The driver applies these transformations in this order and searches for the optimal tile size, unroll factor and pad size. We studied the behavior of the search algorithm in two cases: using unrolling and tiling, and using unrolling, tiling and padding.

We selected five benchmarks: three general purpose basic linear algebra routines and two routines from multimedia applications. Each benchmark is optimized using three input data sizes.
1. Matrix-Matrix Multiplication (MxM), data sizes 256, 300 and 301;
2. Matrix-Vector Multiplication (MxV), data sizes 2048, 2300 and 2301;
3. Successive Over Relaxation (SOR), data sizes 128, 150 and 151;
4. Forward Discrete Cosine Transform from mpeg2 (FDCT), data sizes 256, 300 and 301;
5. Motion compensation routine from H263 (RECO), data sizes 2048, 2300 and 2301.

As our target platform we choose the Pentium II at 233 MHz. We used the Fortran compiler g77 (version 0.5.19.1) with optimization flag -O on.

4. Results

In this section we discuss the results obtained by the iterative compilation approach. We also discuss the overall compilation time.

4.1. Single Data Size

We have executed the search algorithm on all benchmarks and for three fixed input data sizes. In Figures 2 and 3 we have shown the performance improvement of our technique over the original execution time. The x-axis shows the number of iterations (or compile/execute cycles) and the y-axis shows the speedup over the original program. We restrict the number of iterations to 400 in each case, since our previous research [7, 13] showed that it is likely that within this number of iterations high levels of optimization are obtained. Table 1 shows the optimal parameters for the transformations found in the search.

First, in Figure 2 loop tiling and loop unrolling are applied as transformations. The first observation is that, except in the case of SOR, the search algorithm finds good speedups, up to a speedup of 3.4 in the case of MxV. SOR is not improved much because this kernel the transformations that we currently examine do not apply to it (c.f. [10]). Note that the platform used in this study only has a small issue width. Hence the effect of loop unrolling to expose ILP is limited. Another observation is that the search algorithm finds good parameters quickly. Within 50 evaluations in all cases except for MxM and SOR the performance improvement is close to maximum. For MxM and SOR more than 100 evaluations are required to obtain a good performance improvement. This corresponds ot 5% of the entire search space. After 300 evaluations, there is no performance improvement observed in any case. This corresponds to 15% of the entire search space.

Second, Figure 3 shows the performance improvement when array padding is also considered. This enlarges the transformation space by a factor of 10. Comparing Figures 2 and 3, we can see that although the search space is larger comparable speedups are obtained within the same number of iterations. In case of MxV, a significantly larger speedup is found. In other cases (e.g., MxM) a slightly smaller improvement than in the previous case is found. 350 evaluations are required to obtain comparable or better results than in the first case. However, in this case, this number of evaluations corresponds to only 1.75% of the entire search space. Hence we do not observe a scaling up of the number of iterations required with the size of the search space.

Third, Table 1 shows the best parameters for the transformations found within 400 iterations and the iteration in which these values have been found. From this table, we can observe that the best parameters highly depend on the input data size. The effect of interference among transformations can also observed from this table.

4.2. Multiple Data Sizes

In the previous section we have shown that our iterative approach to optimization yields significant speedups for the case of fixed input data sizes. Hence, if profiling shows that the kernel is heavily biased towards a certain input data size, this approach can be used. However, in many cases profiling will yield a distribution of input data sizes. In this case we cannot simply optimize for one single data input size. Instead we need to optimize the program so that the average execution time is minimized.

To deal with this situation, we execute the transformed program on several data input sizes. We collect the different execution times and compute the weighted average where weights correspond to the distribution of data sizes obtained from profiling. The search proceeds exactly like before, yielding an optimization that minimizes the average execution time.

We have conducted two experiments to assess this approach. We used unrolling, tiling and padding as transformations. We did not consider SOR as a benchmark since for this kernel only very small improvements can
Figure 2. Performance Improvement using Unroll and Tile
Figure 3. Performance Improvement using Unroll, Tile and Padding
Figure 4. Comparison of Performance Improvement using Multiple Data Sizes
be obtained. We expect that the speedups obtained when using many data sizes for optimization are less than the speedups obtained running the program on one data size. However, results reported below show that this is not always the case.

First, we searched for an optimization using input data sizes 256, 300 and 301 for MxM and FDCT, and 2048, 2300 and 2301 for MxV and RECO. We obtained a transformed program that was ran again on these data sizes. We measured the speedup and compared this with the speedup that we obtained in section 4.1. The results are given in Figure 4. The grey bar corresponds to the speedup found using the average and the black bar is the speedup found in section 4.1. We see that in the case of MxM even a better speedup is obtained than previously. In the other cases, a slight degradation can be observed. However, this degradation is small.

In order to check the stability of our technique over a wider number of data sizes, we searched for an optimization using four different data sizes: 250, 260, 290 and 310 for MxM and FDCT, and 2000, 2100, 2200 and 2400 for MxV and RECO. Once again, we ran the transformed program on the old data sizes and compared the speedup obtained with the speedup from section 4.1. The results are given in Figure 4. The white bar corresponds to the speedup found using the average. We see that in most cases the speedups found are slightly smaller than those found in section 4.1, but not much. We see that in this case the speedups found are also slightly less than in the first case above. Apparently, optimizing using the same data sizes as when executing the optimized program is better than using different data sizes for optimization.

We conclude that although different optimizations are found using the multiple data size approach, the resulting program still yields significant speedups. It appears that there are many values for the parameters of the transformations that yield good speedups. The driver always finds a set of these good values. Hence we conclude that the technique of searching produces stable results in the sense that the optimization it finds is effective for a range of input data sizes.

### 4.3. Using Small Input Sizes

The time required for iterative compilation largely depends on the execution time of the transformed program, as we show in Section 4.3 below. The execution time, in turn, depends on the sizes of the arrays accessed in the program. In this section we consider the possibility to use small arrays to optimize programs that will use large arrays in reality thereby reducing

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>T &amp; U</th>
<th>T &amp; U &amp; P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Tile</td>
<td>Unroll</td>
</tr>
<tr>
<td>MxM 256</td>
<td>1.38</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>1.64</td>
<td>32</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>1.68</td>
<td>32</td>
<td>13</td>
</tr>
<tr>
<td>MxV 2048</td>
<td>0.93</td>
<td>16</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>0.52</td>
<td>46</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>0.55</td>
<td>32</td>
<td>7</td>
</tr>
<tr>
<td>SOR 128</td>
<td>1.84</td>
<td>40</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>3.05</td>
<td>59</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>3.11</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>FDCT 256</td>
<td>1.90</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>3.16</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>3.19</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>RECO 2048</td>
<td>0.36</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.46</td>
<td>81</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>99</td>
<td>16</td>
</tr>
</tbody>
</table>

**Table 1. Best Parameter Values**

T — Tiling, U — Unrolling, P — Padding, Time — Execution Time in Seconds
Figure 5. Performance Improvement using Small Data Sizes. White bar corresponds to tiling and unrolling. Grey bar corresponds to tiling, unrolling and padding.
the compilation time we would need when we would use these large arrays in the optimization process.

In order to gain more insight in this heuristic, we took the programs that have been optimized with input sizes $N = 256$ for MxM and FDCT, and input size $N = 2048$ for MxV and RECO. We ran these optimized programs on several larger data input sizes. We used the programs that have been optimized using unrolling and tiling as well as the programs that have been optimized using unrolling, tiling and padding. The results are shown in Figure 5. In this figure, the white bar corresponds to tiling and unrolling, and the grey bar corresponds to tiling, unrolling and padding.

From the figure we observe that all benchmarks, except RECO, can be optimized well by using small data sizes. For each data input size, the speedup is at least as large as the speedup obtained previously. In case of MxM, we see that data input sizes that are powers of two ($N = 1024$ and $N = 2048$) give rise to speedups that are twice the speedup obtained for $N = 256$. In the other cases, the speedup is about the same as the speedup for $N = 256$ and is larger than the speedup obtained for $N = 300$ and $N = 301$ that are non powers of two also. In case of MxV, again the data sizes that are powers of two perform very well, although not as good as was the case for MxM. The other data sizes reach a speedup that is about the same as the speedups obtained earlier for $N = 2300$ and $N = 2301$. In case of FDCT, we reach for each data input size a speedup that is larger than the speedups obtained for small data input sizes. In this case we do not observe a correlation between speedup and whether the data size is a power of two. Finally, RECO shows erratic behavior and even has a slow down for one case. In some cases we have a speedup that is the same as previously and in other cases it is smaller. In this benchmark we observe that adding padding as a transformation in general gives worse performance than without padding.

We conclude that the heuristic of using small data input sizes to reduce compilation time in general seems to give acceptable results, in some cases outperforming the speedup obtained with the small data size. MxM suggests that there might be a correlation between the size of the data used to optimize, the size of the data used in reality and the cache size. RECO shows that we need to study this correlation in more depth in order to use the heuristic to good effect.

### 4.4. Comparison with Static Techniques

In this section we address the question how efficient our iterative techniques is by comparing it to a number of ‘standard’ values that a compiler might choose for the parameters and to two well-known static tile size selection algorithms. The first algorithm has been proposed by Coëman and McKinley [10] and the second by Lam, Rothberg and Wolf [14]. Rivera and Tseng have shown that these algorithms are among the best known tile size selection algorithms [18].

### 4.4.1 Standard Parameter Values

In Figure 6 we have shown the improvement of iterative compilation over a number of ‘standard’ values for the unroll factor and the tile size. We considered unroll factors of 2, 4, 8 and 16, and tile sizes of 4, 8, 16 and 32. These values were chosen because they seem reasonable: small unroll factors and tile sizes that correspond to cache line sizes, from 4 to 64 lines per tile. We see that in each case (except unroll factor of 1 for MxV) iterative compilation outperforms these standard settings. In some cases, in particular for MxM, large improvements can be observed. This can be explained by the fact that MxM can be substantially improved using loop unrolling and tiling. If correct unroll factors and tile sizes are chosen, the improvement is much larger than when other factors are selected. In the other cases, loop unrolling and tiling cannot improve the loop to a large extend. This is the case, for instance, for FDCT where an output dependence sequentializes the loop body and loop unrolling cannot expose high levels of ILP to the hardware. Here the performance improvement is low (as can also be observed in section 4.1) and searching for optimal parameters will not result in much better performance. Nevertheless, iterative compilation does find better unroll factors and tile sizes than just fixed settings. In the case of MxV, the transformations exploit the temporal reuse of the vector and it does not seem to matter much whether small or large portions of this vector are exploited. In all cases, speedups over 3 are obtained.

We conclude that iterative compilation is capable of outperforming simple fixed values for the parameters. However, the experiments also show that care must be taken when to invoke the iterative compilation process. We must be sure that the transformations under consideration can indeed improve the target code significantly and that the choice for the parameters will influence the efficiency of the resulting code to a large extent, as is the case for MxM. Under these conditions iterative compilation is capable of making a far better choice than standard settings can.
Figure 6. Improvement of Iterative Compilation over Standard Values
Figure 7. Improvement of Iterative Compilation over TSS
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Figure 8. Improvement of Iterative Compilation over LRW.
4.4.2 Static Tile Size Selection

In this section we turn attention to two important tile size selection algorithms. We show that iterative compilation outperforms both techniques. We restrict attention to matrix-matrix multiplication since it follows from the previous section that for this benchmark it matters significantly which tile size and unroll factor is chosen. Hence this benchmark is ideally suited to compare iterative compilation with other techniques.

The TSS algorithm by Coleman and McKinley [10] considers the size of the working set in the loop body and requires that this working set is smaller than the cache size. It also takes into account an estimate of the cross interference between different arrays and tries to minimize this cross interference. We unrolled the loop a number of times and computed the tile size using TSS for the unrolled loop.

The LRW algorithm by Lam, Rothberg and Wolf [14] does not consider the working set nor the cross interference rate. It computes a tile size based only on the size of the cache. We have used this tile size together with different unrolling factors.

In Figures 7 and 8 we have shown the improvement of iterative compilation over TSS and LRW, respectively. In these figures we have considered matrix-matrix multiplication for three input sizes. We see that for each unroll factor the compiler might choose and corresponding tile size, iterative compilation outperforms the static technique significantly. Our technique provides, on average, a 44% improvement over TSS and a 25% improvement over LRW and the improvement in speedup is always at least 20%. In particular, we see that if the compiler would have chosen no unrolling (unroll factor of 1), the speedup obtained by iterative compilation is 140% better than the speedup obtained from TSS, and 120% better than the speedup obtained from LRW. If the compiler would have chosen an unroll factor of 4 (like the SGI compiler standardly does), iterative compilation improves TSS over 60% for input sizes 256 and 300, and over 30% for input size 301. In this case, iterative compilation improves LRW over 30% for each input size.

From these figures we conclude that iterative compilation is capable of outperforming static techniques significantly. This shows that the long compilation times for iterative compilation can pay off in terms of performance of the compiled code. Certainly in the case of embedded applications the improvements over static techniques are strong enough to warrant this approach.

4.5. Compilation Time

An important consideration for the feasibility of iterative compilation is the running time of the approach. Figure 9(a) shows the average compilation time for each benchmark and the average of these times.

We observe that compilation time is proportional to the number of iterations. The average compile time using 400 iterations ranges from 7.7 minutes (MxV) to 25.4 minutes (FDCT). On average we need 16 minutes for 400 iterations. Note that the kernels we used are representative for embedded kernels and in this case this amount of time can easily be afforded. In fact, the figure shows that for time-critical kernels many more iterations can be afforded; since compilation time can be seen as an integral component of the total development time of the embedded system, we can afford several hours to heavily optimize the compute intensive routines.

In Figures 9(b) and 9(c) we have given the breakdown of the execution times for 400 iterations. On average, about 50% of the total compilation is spent executing the transformed code. The time needed for native f77 compilation is not large, but significant. Note that in case the target platform needs static instruction scheduling or software pipelining, this time can be much larger. In some cases, the time for MxT and the global driver is larger than the execution time of the transformed code (RECO).

5. Conclusions and Future Work

In this paper we have described a new approach to program optimization, namely iterative compilation. We have shown that this approach is able to find good optimizations by visiting a relatively small fraction of the entire optimization space. In the case where loop unrolling, tiling and array padding are considered, 350 evaluations are required to find a satisfactory optimization, which corresponds to 1.75% of the entire search space. On a Pentium II at 233 MHz, it took 16 minutes on average to execute all 400 iterations. This compilation time is very tolerable for embedded systems since we can afford several hours to highly optimize compute intensive routines.

The most important factor in the running time of iterative compilation is the execution time of the transformed program. This is what we expected. However, Figure 9 shows that within a few minutes the search can be completed, if the execution time of the benchmark
Figure 9. Compilation Time
itself is small. This is good news for embedded application where the compute intensive kernels themselves are small and fast, but are called very many times. In these cases very many points in the search space can be visited within a few hours, which is an acceptable time span to highly optimize embedded kernels.

In many other cases, however, the initial running time of the routine is much larger. Moreover, we need to consider more transformations and to apply this approach to entire applications. In such cases, search spaces are huge. Therefore, we need aggressive pruning and other improved search methods in order to bring down the number of iterations to a reasonable amount.

In this paper we have used a very simple search algorithm as a basis for iterative compilation. There is in fact a large body of literature on non-linear optimization [11], though it is based on a continuous underlying optimization function rather than the discrete space we consider. Techniques such as polynomial fitting could be applied to help improve the performance of the search algorithm. We will also study the applicability of other techniques from mathematical optimization theory, like simulated annealing, in the present setting.

There exists a large body of literature on static selection of transformations and static performance prediction. We intend to incorporate these models in the global driver to in order to reduce the search space size. The static models can provide initial seed points in the search space from which to begin a search, or equally importantly, eliminate from consideration those regions which we can statically predict will have poor performance.

One further approach to reducing compilation time is to optimize the code using small data sizes. The results reported in Section 4.3 suggest that optimizations found this way may well be suited for larger data sizes. However, these results also suggest that the optimizations found perform less than when optimizations are obtained using actual data sizes. In future work we will investigate the correlation between the data size used to optimize, the data size used in reality and the cache size. We will also investigate how to trade off compilation time and optimization levels using this approach.
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