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Abstract

Portfolio optimization is a problem that lends itself to be solved by evolutionary algorithms. This thesis is an application of three different evolutionary algorithms (SPEA2, NSGA2, SMS-EMOA) to a portfolio optimization problem using two different risk measures (variance and value at risk). Their respective fronts are evaluated using several quality indicators (error ratio, generational distance and hypervolume).
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Acronyms and Notation

Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>Total population size</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>Offspring population size</td>
</tr>
<tr>
<td>(\mu)</td>
<td>Parent population size</td>
</tr>
<tr>
<td>(\mu_i)</td>
<td>Mean (rate of) return of asset (i)</td>
</tr>
<tr>
<td>(\sigma_i^2)</td>
<td>Variance of the (rate of) return of asset (i)</td>
</tr>
<tr>
<td>(\sigma_{ij})</td>
<td>Covariance of the (rate of) return of asset (i) with asset (j)</td>
</tr>
<tr>
<td>(X)</td>
<td>Search (or decision) space</td>
</tr>
<tr>
<td>(Y)</td>
<td>Objective space</td>
</tr>
<tr>
<td>(F)</td>
<td>A Pareto front</td>
</tr>
<tr>
<td>(F_{\text{ref}})</td>
<td>Reference front</td>
</tr>
<tr>
<td>(w)</td>
<td>A portfolio consisting of weights (w_1, \ldots, w_n)</td>
</tr>
<tr>
<td>(E(r_w))</td>
<td>Expected return of a portfolio (w)</td>
</tr>
<tr>
<td>(G)</td>
<td>Number of generations</td>
</tr>
<tr>
<td>(m)</td>
<td>Number of objectives</td>
</tr>
<tr>
<td>(N)</td>
<td>The total number of available assets</td>
</tr>
<tr>
<td>(N)</td>
<td>Archive size</td>
</tr>
<tr>
<td>(P_t)</td>
<td>A population at time (t)</td>
</tr>
<tr>
<td>(r_w)</td>
<td>Rate of return of a portfolio (w)</td>
</tr>
</tbody>
</table>

Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GD</td>
<td>Generational Distance</td>
</tr>
<tr>
<td>IGD</td>
<td>Inverted Generational Distance</td>
</tr>
<tr>
<td>NSGA2</td>
<td>Non-dominated Sorting Algorithm 2</td>
</tr>
<tr>
<td>SMS-EMOA</td>
<td>S-Metric Selection Evolutionary Multiobjective Algorithm</td>
</tr>
<tr>
<td>SPEA2</td>
<td>Strength Pareto Evolutionary Algorithm 2</td>
</tr>
</tbody>
</table>
1 Introduction

Modern portfolio theory originated with the work of Harry Markowitz back in 1952. The main premise of this work was that investors need to balance the objective of maximizing the return on their investment and the minimization of the risk involved. The exact meaning of return and risk are open to interpretation. Markowitz based his model on the mean and variance of a hypothetical random variable representing future returns. Instead of using variance as a risk measure, toward the end of 1990’s value at risk (VaR) became one of the most used risk measures.

This thesis applies three different evolutionary algorithms to solve the classical mean-variance problem as well as the more modern mean-VaR. The three algorithms used are SPEA2, NSGA2 and SMS-EMOA. The fronts generated by these algorithms are then examined by using several quality indicators: error ratio, generational distance and hypervolume measure.

This document is organized as follows: Section 2 will elaborate on modern portfolio theory and the risk measures used. Section 3 will look at multiobjective optimization theory and will set up the portfolio optimization problem as a multiobjective optimization problem. Section 4 will describe the evolutionary algorithms used. Section 5 will provide the details of the experiments that have been conducted and Section 6 will describe the results of those experiments.
2 Modern Portfolio Theory

Modern portfolio theory originated with the framework introduced by Markowitz in 1952 [11]. Within this framework, the target is to find an asset allocation \( w \in \mathbb{R}^N \) among \( N \) assets. Such an allocation should, for a given level of “expected return”, minimize the “expected risk”. Various approaches toward “expected return” and “expected risk” exist, of which we will discuss two: the original mean-variance approach used by Markowitz and the somewhat more modern mean-VaR (value at risk) approach.

2.1 Return

Suppose an amount \( X_0 \) is invested in an asset at time \( t = 0 \) and another amount \( X_1 \) is received when that asset is sold at time \( t = 1 \). Then the total return on the investment made in that asset is

\[
R_1 = \frac{X_1}{X_0}
\]

The simple term “return" is often used to refer to total return. However the same term is often also used to describe the rate of return, which is defined by:

\[
r_1 = \frac{X_1 - X_0}{X_0}
\]

Both concepts are related by \( R_1 = 1 + r_1 \) or \( X_1 = (1 + r)X_0 \).

More generally speaking, given a time series of prices \( p_t \) of an asset \( i \), we can calculate the total return and rate of return over a period \( \Delta t \) for an asset as follows:

\[
R_{t+\Delta t} = \frac{p_{t+\Delta t}}{p_t} \quad \text{and} \quad r_{t+\Delta t} = \frac{p_{t+\Delta t} - p_t}{p_t}
\]

In this paper we will only make use of the rate of return of an asset, and assume an investment period of a single day (\( \Delta t = 1 \)) only.

2.2 Mean-Variance

The mean-variance approach is the approach initially formulated by Markowitz in 1952 [11]. This approach made use of “anticipated returns” and uses variance as a risk measure under the assumption that
"an investor does (or should) consider expected return a desirable thing \textit{and} variance of return an undesirable thing."

**Mean-Variance Portfolio**  Given \( N \) assets with \( r_{it} \) the anticipated return at time \( t \) per unit invested in asset \( i \), \( d_{it} \) the rate at which the return on the \( i^{th} \) asset at time \( t \) is discounted back to the present and \( w_i \) the relative amount invested in asset \( i \). Then the discounted anticipated return of the portfolio \( \mathbf{w} \) is

\[
  r_{\mathbf{w}} = \sum_{t=1}^{\infty} \sum_{i=1}^{N} d_{it} r_{it} w_i = \sum_{i=1}^{N} w_i \left( \sum_{t=1}^{\infty} d_{it} r_{it} \right) = \sum_{i=1}^{N} w_i r_i
\]

The \( r_i \) (and \( r_{\mathbf{w}} \)) can be considered as being random variables. The expected return and variance of the portfolio \( \mathbf{w} \) then become

\[
  E(r_{\mathbf{w}}) = \sum_{i=1}^{N} w_i \cdot E(r_i) \quad \text{and} \quad Var(r_{\mathbf{w}}) = \sum_{i=1}^{N} \sum_{j=1}^{N} w_i \cdot w_j \cdot Cov(r_i, r_j)
\]

where \( Cov(r_i, r_j) \) represents the covariance between the returns of asset \( i \) and asset \( j \). This dynamic model can be transformed into a static model by considering the \( r_i \)'s as the "flow of returns" from the \( i^{th} \) security.

### 2.3 Mean-VaR (Value at Risk)

Besides variance, Value at Risk (VaR) is another widely, if not most, used risk measure. Value at Risk represents the worst expected loss over a given time horizon \( t \) at a given confidence level \( \alpha \) and can be defined as [10]:

\[
  VaR_{1-\alpha} = -F_{r}^{-1}(\alpha) = -\inf \{ x \mid F_r(x) \geq \alpha \}
\]

where \( F_r \) is the cumulative distribution function of the random variable \( r \). Here \( r \) represents profit and loss scenarios for either an individual asset or a portfolio depending on what the underlying probability distribution represents. These scenarios are calculated over the time horizon \( t \). The confidence levels that are often used are 95% or 99%.

VaR is heavily criticized due to the fact that it does not represent a coherent risk measure[1] in the sense that diversification may actually increase the risk instead of reducing it as is expected within the framework of modern portfolio theory.
3 Multiobjective Optimization

In multiobjective (or Pareto) optimization, the purpose is to optimize a vector function $f = (f_1, \ldots, f_m)$ consisting of $m$ objective functions $f_i : X \rightarrow \mathbb{R}$, $i \in \{1, \ldots, m\}$ with $X$ denoting the search (or decision) space. Considering only a minimization problem (without loss of generality) the problem can be formulated as follows:

$$\begin{align*}
\min \quad & y = f(x) = (f_1(x), f_2(x), \ldots, f_m(x)) \\
s.t \quad & x = (x_1, x_2, \ldots, x_n) \in X \\
& y = (y_1, y_2, \ldots, y_m) \in Y
\end{align*}$$

where $x$ is called the decision vector, $y$ the objective vector and $Y$ the objective space.

**Dominance Relation ($\prec$)** Considering two objective vectors $y, y' \in Y$, $y$ is said to dominate $y'$ iff

$$(\forall i \in \{1, \ldots, m\} : y_i \leq y'_i) \land (\exists j \in \{1, \ldots, m\} : y_j < y'_j)$$

and denote this by $y \prec y'$. For two decision vectors $x, x' \in X$, we have

$$x \prec x' \iff f(x) \prec f(x')$$

**Covers** A decision vector $x$ is said to cover another decision vector $x'$ iff:

$$(x \prec x') \lor (x = x')$$

**Pareto(-optimal) Set** All decision vectors which are not dominated by any other decision vector of a given set are called nondominated regarding this set. The decision vectors that are nondominated within the entire search space $X$ are denoted as Pareto optimal and constitute the Pareto-optimal front:

$$P = \{ x \in X \mid \nexists x' \in X : x' \prec x \}$$

3.1 Quality Indicators

Determining the quality of a given front is not an easy task. Although unary metrics are limited in this perspective, several metrics that may be used for this purpose are explained in [13]. Some of these metrics require a reference (or "true") pareto $F_{ref}$ representing the pareto optimal set while others don’t.
3.1.1 Error Ratio

The error ratio $E_{\text{ratio}}$ is a ratio representing the number of points from the given front that are not members of the reference front. These members can be seen as not representing a correct solution and in that sense are erroneous. Given a front $\mathcal{F}$ consisting of $n$ vectors $s_i (i = 1, \ldots, n)$ the error ratio can be represented mathematically by:

$$E_{\text{ratio}} = \frac{\sum_{i=1}^{n} e_i}{n} \quad \text{with} \quad e_i = \begin{cases} 0 & s_i \in \mathcal{F}_{\text{ref}} \\ 1 & s_i \notin \mathcal{F}_{\text{ref}} \end{cases}$$

A value of $E_{\text{ratio}} = 0$ means that all the points of the solution front are members of the reference front and a value $E_{\text{ratio}} = 1$ means that none are.

3.1.2 Generational Distance

The generational distance (GD) is a metric representing how far a given front $\mathcal{F}$ lies from the reference front $\mathcal{F}_{\text{ref}}$. Mathematically the generational distance is defined as

$$G = \left( \frac{\sum_{i=1}^{n} d_i}{n} \right)^{1/p}$$

where $n$ is the number of vectors in the front $\mathcal{F}$ and $d_i$ is the distance between vector $s_i \in \mathcal{F}$ and the nearest member of the reference front $\mathcal{F}_{\text{ref}}$. If $p = 2$ then the distance metric used is the euclidean distance.

**Inverted Generational Distance** Instead of taking $d_i$ the distance between $s_i \in \mathcal{F}$ and the nearest member of the reference front $\mathcal{F}_{\text{ref}}$, we can “invert" the distance by taking $d_i$ as the distance between $s_i^* \in \mathcal{F}_{\text{ref}}$ and the nearest member of the solution front $\mathcal{F}$ and do this for each member of the reference front instead. In this case we speak of the inverted generational distance (IGD).

For both generational distance metrics, a value of $G = 0$ indicates that $\mathcal{F} = \mathcal{F}_{\text{ref}}$. Any other value indicates that the two fronts deviate from each other. The higher the value, the more they deviate.

3.1.3 Hypervolume

The hypervolume metrics (or indicator) was originally proposed by Eckart Zitzler and Lothar Thiele [15]. They referred it as “the size of the objective
value space which is covered by a set of nondominated solutions”. Since then it has become known as the hypervolume measure or $S$-Metric and is defined as [3]:

$$
S(\mathcal{F}, y_{ref}) = \Lambda \left( \bigcup_{y \in \mathcal{F}} \{ y' \mid y \prec y' \prec y_{ref} \} \right)
$$

where $\Lambda$ is the Lebesgue measure and $y_{ref}$ a reference point that is dominated by all Pareto-optimal solutions.

3.2 Multiobjective Portfolio Optimization

Multiobjective optimization when applied to the specific case of portfolio optimization comes down the following description:

Search (or Decision) Space The search space for both the Mean-Variance and Mean-VaR problems is the same. It consists of all vectors $w$ (or portfolio’s) in $\mathbf{X}$ such that:

$$
\mathbf{X} = \left\{ w \in \mathbb{R}^N \mid \sum_{i=1}^{N} w_i = 1, \ 0 \leq w_i \leq 1 \right\}
$$

Objective Space The objective space is characterized by tuples $y = (\mu_w, \rho_w)$ where $\mu_w : \mathbb{R}^N \to \mathbb{R}$ represents the expected return and $\rho_w : \mathbb{R}^N \to \mathbb{R}$ represents the risk measure used. The objective space then becomes the set:

$$
\mathbf{Y} = \{ y \in \mathbb{R}^2 \mid w \in \mathbf{X} \}
$$

Optimization Problem The portfolio multiobjective optimization problem then becomes

$$
\begin{align*}
\max & \quad \mu_w \\
\min & \quad \rho_w \\
\text{s.t} & \quad w \in \mathbf{X}, y \in \mathbf{Y}
\end{align*}
$$

and is applicable to both the Mean-Variance and Mean-VaR models.
**Dominance**. In the specific case of portfolio optimization, a portfolio with a higher return at the same (or lower) level of risk or a portfolio with a lower risk at the same (or higher) level of return are preferred. A portfolio \( w \) dominates another portfolio \( w' \) iff:

\[
\left( \mu_w \geq \mu_{w'} \right) \land \left( \rho_w < \rho_{w'} \right) \lor \left( \mu_w > \mu_{w'} \right) \land \left( \rho_w \leq \rho_{w'} \right)
\]

**Covering** A portfolio \( w \) covers another portfolio \( w' \) iff:

\[
\left( \mu_w \geq \mu_{w'} \right) \land \left( \rho_w \leq \rho_{w'} \right)
\]

in other words if it either dominates or both have the exact same level of return and risk. The covering property of portfolios will be used extensively in the experiments (see section 5.3).
4 Evolutionary Algorithms

Evolutionary algorithms are population based stochastic global optimizers inspired by the Darwinian principle of evolution. Algorithm 1 is an outline of a basic evolutionary algorithm taken from [2].

Algorithm 1 Basic Evolutionary Algorithm
1: \( t \leftarrow 0 \)
2: \( P(t) \leftarrow initialize(\mu) \)
3: \( F(t) \leftarrow evaluate(P(t), \mu) \)
4: \( \text{while } (t(P(t), \Theta_s) \neq \text{true}) \text{ do} \)
5: \( P'(t) \leftarrow recombine(P(t), \Theta_r) \)
6: \( P''(t) \leftarrow mutate(P'(t), \Theta_m) \)
7: \( F(t) \leftarrow evaluate(P''(t), \lambda) \)
8: \( P(t+1) \leftarrow select(P''(t), F(t), \Theta_s) \)
9: \( t \leftarrow t + 1 \)
10: \( \text{end while} \)

The essence of such an algorithm is the recombination-mutation-selection loop. After initialization and evaluation of an initial population \( P_0 \), this loop processes a population \( P_t \) by using several operators such as recombination, mutation, evaluation and selection until a termination condition is reached. When the termination condition is reached, the best population and individual found during the optimization process are returned. The exact working of the algorithm depends on certain input parameters such as parent population size \( \mu \), offspring population size \( \lambda \), and several others \( \Theta_r, \Theta_m, \Theta_s \), which are characteristic for each operator and representation of individuals. Certain EA’s omit either recombination or mutation. There exist numerous variants of EA’s, three of which will discussed in this section: SPEA2, NSGA2 and SMS-EMOA.

4.1 SPEA2

This section contains a brief description of the SPEA2 based on [14]

The Strength Pareto Evolutionary Algorithm 2 (SPEA2) is an improved version of the original SPEA. SPEA2 improves upon its predecessor by introducing an improved fitness scheme, a nearest neighbour density estimation technique and a new archive truncation method. SPEA2 maintains an archive \( P_t \) of fixed size \( (N) \) representing the best front found so far.
4.1.1 Fitness Assignment

Each individual $i$ in the archive $\mathcal{P}_t$ and the population $P_t$ is assigned a strength value representing the number of solutions it dominates:

$$S(i) = \left| \left\{ j \mid j \in P_t + \mathcal{P}_t \land i \succ j \right\} \right|$$

This strength value is then used to calculate the raw fitness of this individual:

$$R(i) = \sum_{j \in P_t + \mathcal{P}_t, j \succ i} S(j)$$

Besides this raw fitness value, a density estimation is performed using an adaptation of the $k$-nearest neighbour method. For each individual $i$, the distances in objective space to all individuals $j$ in the archive and population are calculated, stored in a list and sorted in increasing order. The $k^{th}$ element in this list then represents the distance ($\sigma^k_i$) used to compute the density value for this individual:

$$D(i) = \frac{1}{\sigma^k_i + 2}$$

Finally, the final fitness value assigned to an individual is the sum of its raw fitness value and the density estimation:

$$F(i) = R(i) + D(i)$$

4.1.2 Environmental Selection

Environmental Selection is achieved by copying all the nondominated individuals from the current archive and population to the archive of the next generation:

$$\mathcal{P}_{t+1} = \left\{ i \mid i \in P_t + \mathcal{P}_t \land F(i) < 1 \right\}$$

When copying these individuals, there are three cases to consider:

- $|\mathcal{P}_{t+1}| = N$: The nondominated front fits exactly into the archive. In this case, environmental selection is complete.

- $|\mathcal{P}_{t+1}| < N$: The archive of the next generation is too small. In this case the best $N - |\mathcal{P}_{t+1}|$ dominated individuals from the previous archive and population are copied into the new archive.
• $|P_{t+1}| > N$ The archive of the next generation is too large. In this case an archive truncation procedure is applied. This truncation method, iteratively removes individuals from $P_{t+1}$ until $|P_{t+1}| = N$. The individual chosen for removal is the individual which has the minimum distance to another individual. If there are several such individuals, the second smallest distance is taken and so on.

4.2 NSGA-II

This section contains a brief description of the NSGA-II based on [5, 6]

The Non-dominated Sorting Genetic Algorithm II (NSGA-II or NSGA2) is an improved version of the original NSGA. This algorithm improves upon the original by introducing non-dominated sorting, crowding distance assignment and a crowded comparison operator.

4.2.1 Fast Non-dominated Sorting

The non-dominated sorting procedure (Algorithm 2) when applied to a population $Q$, partitions this population into $v$ sets (referred to as fronts) $F_1, ..., F_v$. The first front contains all non-dominated solutions of the original population, the second contains all non-dominated solutions in the set $Q \setminus F_1$, the third all non-dominated solutions in the set $(Q \setminus F_1) \setminus F_2$ and so on. This non-dominated sorting procedure is fast in the sense that the overall complexity is $O(mN^2)$ where $N$ is the population size and $m$ is the number of objectives.

4.2.2 Crowding Distance

The crowding distance estimates the density of solutions surrounding a particular solution in the population. It does so by computing the average distance of two points on either side of this solution along each of the objectives. Extremal points (i.e the solutions with the smallest and largest objective values) are assigned an infinite distance value preserving them for the next generation. The crowding distance serves as an estimate of the size of the largest cuboid enclosing the solution without including any other point of the population.

Crowded Comparison Operator Given that each individual has two attributes: a non-dominated rank ($i_{\text{rank}}$) and a crowding distance ($i_{\text{distance}}$), the
Algorithm 2 fast-nondominated-sort(Q)

1: for all \( p \in Q \) do
2:   for all \( q \in Q \) do
3:     if \( p \prec q \) then
4:       \( S_p \leftarrow S_p \cup \{q\} \)
5:     else if \( q \prec p \) then
6:       \( n_p \leftarrow n_p + 1 \)
7:   end if
8: end for
9: if \( n_p = 0 \) then
10:   \( F_1 \leftarrow F_1 \cup \{p\} \)
11: end if
12: end for
13: \( i \leftarrow 1 \)
14: while \( F_i \neq \emptyset \) do
15:   \( H \leftarrow \emptyset \)
16:   for all \( p \in F_i \) do
17:     for all \( q \in S_p \) do
18:       \( n_q \leftarrow n_q - 1 \)
19:       if \( n_q = 0 \) then
20:         \( H \leftarrow H \cup \{q\} \)
21:       end if
22:     end for
23:   end for
24:   \( i \leftarrow i + 1 \)
25:   \( F_i \leftarrow H \)
26: end while

Algorithm 3 crowding-distance-assignment(\( I \))

1: \( l \leftarrow |I| \)
2: for all \( i \) do
3:   set \( I[i].distance = 0 \)
4: end for
5: for all objective \( m \) do
6:   \( I = \text{sort}(I,m) \)
7: \( I[0].distance = I[l].distance = \infty \)
8: for \( i \leftarrow 2 \) to \( l - 1 \) do
9:   \( I[i].distance = I[i].distance + (I[i + 1].m - I[i - 1].m) \)
10: end for
11: end for

crowded comparison operator is defined as the partial order \( \prec_n \) such that:

\[
i \prec_n j \iff (i_{\text{rank}} < j_{\text{rank}}) \lor ((i_{\text{rank}} = j_{\text{rank}}) \land (i_{\text{distance}} > j_{\text{distance}}))
\]

In other words, the solution with the lowest rank is preferred, or when both solutions have the same rank, the one with the lowest crowding distance is preferred.
4.3 SMS-EMOA

This section contains a brief description of the SMS-EMOA based on [3, 8]

The S-Metric Selection Evolutionary Multiobjective Optimization Algorithm (SMS-EMOA) is an algorithm that features fast non-dominated sorting borrowed from NSGA-II (see section 4.2.1) and an S-Metric selection criterion. Algorithm 4 is an outline of SMS-EMOA.

Algorithm 4 SMS-EMOA
1: $P_0 \leftarrow \text{init}()$
2: $t \leftarrow 0$
3: repeat
4: $q_{t+1} \leftarrow \text{generate}(P_t)$
5: $P_{t+1} \leftarrow \text{reduce}(P_t \cup q_{t+1})$ (see Section 4.3.1)
6: $t \leftarrow t + 1$
7: until termination condition fulfilled

4.3.1 S-Metric Selection

After fast non-dominated sorting is applied one individual is discarded from the worst ranked front $F_v$. If this front consists of more than one individual, the individual $i \in F_v$ that minimizes the exclusive S-metric (see Section 3.1.3) contribution:

$$\Delta_S (i, F_v) = S (F_v) - S (F_v \setminus \{i\})$$
is eliminated. This measure ensures that the individuals which maximize the population’s $S$ metric value are kept.

**Algorithm 5 reduce($Q$)**

1: $\{F_1, \ldots, F_v\} \leftarrow \text{fast-nondominated-sort}(Q)$
2: $r \leftarrow \arg\min_{s \in F_v} [\Delta_S (s, F_v)]$
3: return $Q \setminus \{r\}$

A steady state selection is applied due to the high computational effort of calculating the hypervolume. Only one offspring is created, requiring at most $\mu + 1$ values of the $S$ metric to be computed. On top of that SMS-EMOA keeps a population of non-dominated and dominated solutions in order to prevent a loss in diversity.
5 Experiments

5.1 Historical Simulation

The historical simulation is done using daily adjusted closing prices of 492 stocks taken from the S&P 500. Each of these stocks have an equal number of data points (252) over the period 2009-2010. Using these prices the rate of return of each day for each asset is calculated. These rate of returns are the basis for the historical simulation.

**Mean-Variance** For each asset $i$ we can calculate the mean ($\mu_i$) and the variance ($\sigma_i^2$) of its (rate of) return. On top of that we can also compute the covariance with any other asset $j$ ($\sigma_{ij}$). For each portfolio $w$ we can then calculate its mean return ($\mu_w$) and variance ($\sigma_w$).

**Mean-VaR** The historical simulation method used is an altered version of the one used in [4]. Given a portfolio $w$ of $N$ assets and a rate of return $r_{i,t}$ for each asset $i$ at time $t$, we can construct a “scenario” for the return of the portfolio as follows:

$$R_t = \sum_{i=1}^{N} w_i \cdot r_{i,t}$$

When we do this for all $t$ over the given period, all these scenarios form a distribution of returns over which we can calculate the VaR. Since we are using daily adjusted closing prices, the time horizon used in this historical simulation is 1 day.

5.2 Experimental Setup

**Algorithm Parameters** The parameters used for the algorithms are the same for both the Mean-Variance and Mean-VaR problems and are displayed in Table 1. For SMS-EMOA a child population of $\lambda = 1$ is taken due to the steady-state selection used by this algorithm. In order to obtain an equal number of function evaluations as the other algorithms, the number of generations is set to $G = 100000$. 
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>NSGA2</th>
<th>SPEA2</th>
<th>SMS-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generations (G)</td>
<td>1000</td>
<td>1000</td>
<td>100000</td>
</tr>
<tr>
<td>Total Population (α)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Parent Population (μ)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Offspring Population (λ)</td>
<td>100</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Crossoverrate</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 1: Algorithm parameters

### 5.3 Execution

The experiment consisted of 30 runs for both Mean-Variance and Mean-VaR problem with each algorithm (NSGA2, SPEA2 and SMS-EMOA) with the given parameters. Each of these 30 runs yielded a pareto front consisting of 100 solutions resulting in a total of 3000 solutions per algorithm.

For each algorithm, from these 3000 solutions, all covering points (see section 3.2) were taken to form a final front for that algorithm. Finally, once again all covering points from all final fronts combined were taken to from a true or reference pareto front. The final front along with the reference front where then used in the analysis.

Sections A and B of the appendix explain with what software packages the experiments and analysis were performed.
6 Results

6.1 Mean-Variance

The generated fronts for the mean-variance (MV) problem can be seen in Figure 2 and corresponding quality indicators for the various fronts can be seen in Table 2. All the points combined in figure 2b form the reference front $\mathcal{F}_{\text{ref}}$.

Figure 2: Mean-Variance fronts for NSGA2, SPEA2 and SMS-EMOA

<table>
<thead>
<tr>
<th></th>
<th>Reference Front</th>
<th>NSGA2</th>
<th>SPEA2</th>
<th>SMS-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of points</td>
<td>622</td>
<td>435</td>
<td>420</td>
<td>557</td>
</tr>
<tr>
<td>Number of points on $\mathcal{F}_{\text{ref}}$</td>
<td>622</td>
<td>56</td>
<td>28</td>
<td>558</td>
</tr>
<tr>
<td>Contribution to $\mathcal{F}_{\text{ref}}$</td>
<td>100%</td>
<td>9.00%</td>
<td>4.50%</td>
<td>86.50%</td>
</tr>
<tr>
<td>Error ratio</td>
<td>0.00</td>
<td>8.712644e-01</td>
<td>9.333333e-01</td>
<td>3.411131e-02</td>
</tr>
<tr>
<td>GD</td>
<td>0.00</td>
<td>1.428466e-04</td>
<td>2.862766e-04</td>
<td>3.194029e-05</td>
</tr>
<tr>
<td>IGD</td>
<td>0.00</td>
<td>1.259276e-04</td>
<td>6.343456e-04</td>
<td>2.052676e-03</td>
</tr>
</tbody>
</table>

Table 2: Quality Indicators - Mean-Variance
6.1.1 NSGA2

From the 30 fronts that have been generated using the NSGA2, 435 covering points have been extracted to form the final front $\mathcal{F}_{NSGA2}$ (Figure 3a). From these 435 points, only 56 contribute to the reference front (Figure 3b). These 56 points constitute approximately 9% of the reference front. The other 379 points that do not lie on the reference front create an error ratio of approximately 0.87 and generate a generational distance value of about $1.4 \cdot 10^{-4}$. For all of these indicators, NSGA2 ranks second best (or second worst). However $\mathcal{F}_{NSGA2}$ does span a hypervolume 0.97, which is the largest of the three and very close to the hypervolume of the reference front. On top of that it also has the lowest inverted generational distance of the three, with a value of approximately $1.26 \cdot 10^{-4}$.

(a) All points

(b) Points on reference front

Figure 3: Mean-Variance NSGA2 front

Figure 3a shows that the front generated by NSGA2 spreads out along almost the entire range of the reference front. The low inverted generational distance value show that the NSGA2 front does not lie far away from the reference front in that sense. Figure 3b shows that $\mathcal{F}_{NSGA2}$ mostly contributes to the reference front mostly in high return and high variance range, including the maximum return portfolio.
6.1.2 SPEA2

The final front for SPEA2, $F_{SPEA2}$, consists of 420 points, 28 of which contribute to the reference front. These 28 points form approximately 4.5% of reference front, leading to an error ratio of approximately 0.93. The remaining 392 points account for the generational distance of approximately $2.86 \cdot 10^{-4}$. For all these indicators, SPEA2 has the worst values. However, it ranks second best (or second worst) when regarding the inverted generational distance ($6.34 \cdot 10^{-4}$) and the hypervolume (0.95) measures.

![Figure 4: Mean-Variance SPEA2 front](image)

Figure 4a shows that $F_{SPEA2}$ deviates more from the reference the higher the variance becomes. On top of that, it does not span as big a range as NSGA2 does. All this account for the “poor” performance with regard to the quality indicators. All of the points that contribute to the reference front are in low variance low return range.

6.1.3 SMS-EMOA

The covering front generated by SMS-EMOA $F_{SMS}$ has the highest total number of of points, namely 557. Out of these 557 points, 538 points contribute to the reference front. These 538 points represent 86.50% of the reference front. The other 19 generate an error ratio of approximately 0.03 and a generational
distance of approximately $3.19 \cdot 10^{-5}$. For all these measures, the SMS-EMOA front comes out on top. Only on the inverted generational distance with a value of approximately $2.05 \cdot 10^{-3}$ and a hypervolume of approximately 0.94, does SMS-EMOA rank second best.

![Figure 5: Mean-Variance SMS-EMOA front](image)

(a) All points  
(b) Points on reference front

SMS-EMOA contributes by far the most points to the reference front. Figure 5a shows however that of all three fronts, $\mathcal{F}_{SMS}$ is the least spread out and spans the smallest range. This combined accounts for the low hypervolume and inverted generational distance. Since most of the points that SMS-EMOA generated are on the reference front, the generational distance and error rate are have the lowest values of the three.

### 6.1.4 Conclusion

From a multiobjective optimization perspective, it is not clear whether NSGA2 or SMS-EMOA is the better choice. NSGA2 is better with regard to the inverted generational distance and hypervolume measures. On top of this $\mathcal{F}_{NSGA2}$ is more spread over the objective space. SMS-EMOA however is better when considering the generational distance and error ratio. Most of the solutions generated by SMS-EMOA are non-dominated. From a portfolio optimization perspective, once again choosing an algorithm is ambiguous. Investors prefer-
ring low variance will be better off using the SPEA2 algorithm. However, as said before, from all the solutions that SMS-EMOAs generates, the greatest number of them are nondominated with respect to the other algorithms. The portfolio’s that it finds are almost all among the best.

6.2 Mean-VaR

The resulting fronts for the mean-VaR problem can be seen in Figure 6a and the corresponding quality indicators can been for these fronts can been seen in Table 3.

![Figure 6: Mean-VaR fronts for NSGA2, SPEA2 and SMS-EMOA](image)

<table>
<thead>
<tr>
<th>Reference Front</th>
<th>NSGA2</th>
<th>SPEA2</th>
<th>SMS-EMOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of points</td>
<td>166</td>
<td>195</td>
<td>137</td>
</tr>
<tr>
<td>Number of points on $F_{ref}$</td>
<td>166</td>
<td>51</td>
<td>79</td>
</tr>
<tr>
<td>Contribution to $F_{ref}$</td>
<td>100%</td>
<td>30.72%</td>
<td>47.59%</td>
</tr>
<tr>
<td>Error ratio</td>
<td>0.0</td>
<td>7.384615e-01</td>
<td>4.233577e-01</td>
</tr>
<tr>
<td>GD</td>
<td>0.0</td>
<td>9.530383e-04</td>
<td>4.458587e-04</td>
</tr>
<tr>
<td>IGD</td>
<td>0.0</td>
<td>9.262524e-04</td>
<td>1.422033e-03</td>
</tr>
<tr>
<td>Hypervolume</td>
<td>9.010486e-01</td>
<td>8.854037e-01</td>
<td>8.945911e-01</td>
</tr>
</tbody>
</table>

Table 3: Quality Indicators - Mean-VaR
6.2.1 NSGA2

All 195 solutions generated by NSGA2 is shown in Figure 7a. Of those 195, 51 contribute to the reference front and constitute approximately 30.72% the entire reference front. The remaining 144 generate a error rate of approximately 0.74, a generational distance of $9.53 \cdot 10^{-4}$ and an inverted generational distance of $9.26 \cdot 10^{-4}$. The hypervolume measure has a value of approximately $8.85 \cdot 10^{-4}$.

![NSGA2 Front](image)

(a) All points  
(b) Points on reference front

Figure 7: Mean-VaR NSGA2 front

The NSGA2 comes in second with respect to all but one quality indicator. It has the smallest inverted generational distance of the three. It spans along the entire range of the reference front, deviating more at the high end of the mean-variance range accounting for the best ranking when taking into account the inverted generational distance.

6.2.2 SPEA2

The final front generated by SPEA2 consists of 137 points. Of those 137 points, 79 contribute to the reference front. These 79 points represent approximately 47.59% of the reference front. The other 58 points account for an error ratio of 0.42, a generational distance of $4.46 \cdot 10^{-4}$ and an inverted generational distance of $1.42 \cdot 10^{-3}$. The entire front has a hypervolume value of approximately 0.90.
SPEA2 does relatively well for the mean-VaR problem. It contributes the highest number of points to the reference front and according to most of the quality indicators, performs best. It spans a smaller range of the reference front but most of the points are either on or close to the reference point accounting for the lowest generational distance and second lowest inverted generational distance.

6.2.3 SMS-EMOA

A total of 154 points form the covering front for SMS-EMOA, 36 of which contribute to the reference front. These 36 points account for 21.69% of the reference front. The other 118 points generate an error ratio of approximately 0.77, a generational distance of approximately $1.35 \cdot 10^{-3}$ and an inverted generational distance of approximately $1.57 \cdot 10^{-3}$. The total front covers a hypervolume approximately 0.87.

SMS-EMOAs performance seems to be poor for the mean-VaR problem. It contributes the smallest number of points to the reference front. It also has the front that deviates farthest from the reference front while not spanning the entire range of this front. This accounts for both the relatively high generational and inverted generational distance measures.
6.2.4 Conclusion

The best performance on the mean-VaR problem, with regard to the performance measures, is obtained using SPEA2. Although NSGA2 is the EA finding the best minimum variance portfolio, SPEA2 does find most of the other best portfolio's. When SPEA2 does not find the best portfolio it has however found a portfolio that is close to the reference front. The worst choice however seem to be the SMS-EMOA, contributing relatively little solutions to the reference front and the ones that are not on the reference front are relatively far away from it.

6.3 Real World Mapping

Since we cannot buy fractions of a stock, we have to map the experimental result onto a real life situation. The most obvious way of doing this is to take an investment sum $V$ and calculate the number stocks of asset $i$, $n_i$, we can really buy as follows:

$$n_i = \left\lfloor \frac{V \cdot w_i}{p_i} \right\rfloor$$

where $w_i$ is the weight found in the experiment and $p_i$ the adjusted closing price of asset $i$ on the last day of the time series. Using this number we can
then recalculate the weights that correspond to that number of stocks simply by:

\[ w_i^* = \frac{n_i \cdot p_i}{V} \]

and once again determine the corresponding Mean-Variance and Mean-VaR fronts. Using \( V = 100000 \) we get the following results:

**Mean-Variance**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA2</td>
<td>0.9834920</td>
<td>0.001683966</td>
</tr>
<tr>
<td>SPEA2</td>
<td>0.9828634</td>
<td>0.001933367</td>
</tr>
<tr>
<td>SMS-EMOA</td>
<td>0.9849723</td>
<td>0.001650864</td>
</tr>
</tbody>
</table>

Table 4: Amount of V actually invested with Mean-Variance

**Mean-VaR**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGA2</td>
<td>0.9834920</td>
<td>0.001683966</td>
</tr>
<tr>
<td>SPEA2</td>
<td>0.9828634</td>
<td>0.001933367</td>
</tr>
<tr>
<td>SMS-EMOA</td>
<td>0.9849723</td>
<td>0.001650864</td>
</tr>
</tbody>
</table>

Table 5: Amount of V actually invested with Mean-VaR

Overall there is not a big difference between problems nor between the algorithms and when it comes to the real world mapping. All of them generate portfolios that on average consume 98% of the total amount available. Whether it is worth the computational effort to actually try and generate portfolio that have a higher percentage invested at the same or higher levels of return or lower levels of risk remains to be seen.

**6.4 Conclusion**

Assessing the performance of multiobjective algorithms is difficult. As seen with the Mean-Variance, the "best" algorithm is a matter of how one looks at
it, and even then the task is still difficult. What might be a good algorithm from multiobjective standpoint might not necessarily be a good algorithm when regarding it from an investor standpoint. For the Mean-VaR problem, the choice is somewhat clearer. SPEA2 does seem to "win" on most fronts.

It is obvious that the experiments conducted, have been done so using only one set of parameters on one single collection of data. To get a clearer picture, one may want to vary the parameters and underlying data more. It may very well be that given a different amount of generations or a different period over which the stock prices are considered, different results may follow.
A Hardware and Software

Software The OPT4J modular framework for meta-heuristic optimization was used for running the multiobjective optimization. The OPT4J Framework can be found at:

http://opt4j.sourceforge.net/

For the calculation of the generational distance and inverted generational distance the quality indicator classes from the JMetal framework for multiobjective optimization were used. JMetal can be found at

http://jmetal.sourceforge.net/

For all the other analyses, the R environment for statistical computing was used. Section B in a more detailed manner in which the hypervolume computation was done.

Hardware The experiments were performed on a Pentium 4 running at 2.8GHz with 1GB Ram.

B Hypervolume Calculation

For the hypervolume calculation, the dominated_hypervolume from the R package 'emoa' was used. The 'emoa' R package can be found at

http://www.statistik.tu-dortmund.de/~olafm/software/emoa

This function uses the "improved dimension-sweep algorithm for the hypervolume indicator" by Fonseca et al. [9]. Version 1.3 of the hypervolume code is available from

http://iridia.ulb.ac.be/~manuel/hypervolume

The program assumes that all objectives must be minimized. On top of that, for an accurate calculation of the hypervolume measure, an normalized and positive objective space is required [8]. To this end all fronts have normalized with respect to the reference front, meaning the maximum and minimum of both objectives for the reference front have been taken to normalize all the fronts. Furthermore the mean objectives have been inverted with respect to the value 1.0, creating a pure minimization front. Finally a reference point \( y_{\text{ref}} = (1.1, 1.1) \) has been chosen.
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